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Summary of Results 

The suitability of nanotubes for application in nanoscale devices was studied using a 
combination of state-of-the-art computational techniques, The highlights of the research 
are the proposal for a "bucky-shuttle" memory device that was followed by the 
discovery of nanotube peapods. Our postulate of unprecedented thermal conductivity 
was followed by experimental confirmation. Studying the role of defects during structural 
transformations has led us to propose the use of defect engineering for hierarchical 
self-assembly of nanostructures. 

Other problems addressed in this research include 

Design of a nanotube-based "bucky-shuttle" memory device, resulting in U.S. 
Patent Number 6,473,351 

Design of a nanotube-based laser driven atomic pump 

Discovery of fractional quantum conductance in carbon nanotubes 

Discovery of an orientational melting transition in carbon nanotube ropes 

Calculation of Electronic and Structural Properties of Carbon Nanohorns 

Studying the effect of inter-tube interactions on the Raman modes in single 
walled carbon nanotubes 

Synthesis of high-density carbon nanotubes 

Studying the microscopic formation mechanism of nanotube peapods 

Studying defect-induced structural transitions between scrolls and nested 

Proposing a magneto-conductance in twisted carbon nanotubes 

Proposing a new nano-material, a carbon foam that spans the phase space 
between graphite and diamond 

Study of electronic inter-wall interactions and charge redistribution in multi-wall 
nanotubes 

Studying the electronic structure and properties of rhombohedrally polymerized 
Ceo 

Proposing a novel self-healing mechanism for defective nanotubes 
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"Bucky Shuttle" Memory Device: Synthetic Approach and Molecular Dynamics Simulations 

Young-Kyun Kwon,1 David Tomänek,1 and Sumio Iijima2 

^Department of Physics and Astronomy, and Center for Fundamental Materials Research, Michigan State University, 
East Lansing, Michigan 48824-1116 

2NEC Corporation, Fundamental Research Laboratories, 34 Miyukigaoka, Tsukuba, lbaraki 3058501, Japan 
(Received 23 October 1998) 

Thermal treatment is reported to convert finely dispersed diamond powder to multiwall carbon 
nanocapsules containing fullerenes such as C«>. We investigate the internal dynamics of a related model 
system, consisting of a K@CjJi) endohedral complex enclosed in a C48o nanocapsule. We show this to 
be a tunable two-level system, where transitions between the two states can be induced by applying an 
electric field between the C48o end caps, and discuss its potential application as a nonvolatile memory 
element.   [S0031-9007(99)08484-7] 

PACS numbers: 61.48,+c, 61.50.Ah, 73.61.Wp, 81.10.Aj 

Carbon nanotubes [1,2], consisting of seamless and 
atomically perfect graphitic cylinders a few nanometers in 
diameter, have been synthesized in bulk quantities [3,4]. 
The unusual combination of their molecular nature and 
micrometer-size length [5,6] gives rise to uncommon elec- 
tronic properties of these systems. Electrical transport 
measurements for individual nanotubes indicate that these 
systems may behave as genuine quantum wires [7], non- 
linear electronic elements [8], or transistors [9]. Potential 
use of nanotube-based two-level systems for permanent 
data storage, discussed here, would significantly extend 
their range of application. 

Here, we present evidence that unusual multiwall nano- 
tube structures, such as the "bucky shuttle" [10], self- 
assemble from elemental carbon under specific conditions. 
Our molecular dynamics simulations indicate that the 
bucky shuttle shows an unusual dynamical behavior that 
suggests its use as a nanometer-sized memory element. 
We show that a nanotube memory would combine high 
switching speed, high packing density, and stability with 
nonvolatility of the stored data. 

The system described in this study was produced by 
thermally annealing diamond powder of an average di- 
ameter of 4-6 nm which was prepared by the detonation 
method (Cluster Diamond, Toron Company Ltd.). The 
powder was heated in a graphite crucible in inert ar- 
gon atmosphere at 1800°C for 1 hour. This treatment 
transforms the diamond powder into graphitic nanostruc- 
tures presented in transmission electron microscope im- 
ages shown in Fig. 1. A large portion of this material 
consists of multiwall capsules with few layers, the small- 
est structures being fullerenes with a diameter close to that 
of Cßo- In several cases depicted in Fig. 1, the enclosed 
fullerenes may move rather freely inside the outer capsule, 
like a bucky shuttle. 

An enlargement of one of such structures in Fig. 1 
is displayed in Fig. 2(a). Figure 2(b) illustrates a cor- 
responding model, consisting of a C«) encapsulated in a 
C480 capsule.  The energetics of the C6o@C4so system is 

shown in Fig. 2(c). The ends of the outer capsule are 
halves of the C240 fullerene, the optimum structures to 
hold a COO molecule at an interwall distance of 3.4 A. 
These end caps connect seamlessly to the cylindrical por- 
tion of the capsule, a 1.5 nm long segment of the (10,10) 
nanotube [3]. The interaction between the unmodified COO 

molecule and the enclosing capsule is similar to that found 
in COO crystals and nanotube bundles [3]; it is dominated 
by a van der Waals and a weak covalent interwall in- 
teraction that is proportional to the contact area between 
the constituents.  An additional image charge interaction, 

FIG. 1. Transmission electron microscope images depicting 
multiwall carbon structures that self-assemble during the ther- 
mal annealing of nanodiamond powder under the conditions 
described in this report. The smallest spherical structures are 
C» molecules that are always found near the end of the cap- 
sule, where the attractive interwall interaction is strongest. 

1470 0031-9007/99/82(7)/1470(4)$15.00      © 1999 The American Physical Society 
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FIG. 2. (a) Enlargement of the upper-right section of the 
transmission electron microscope image in Fig. 1. (b) Struc- 
tural model for an isolated K@C^o@C^o bucky shuttle, with 
the K@Cfib ion in the "bit 0" position, (c) Potential energy 
of K@C«) as a function of its position with respect to the 
outer capsule in zero field (solid line) and switching field 
Es = 0.1 V/Ä (dashed lines). The K@Cjb ion position, rep- 
resenting the information, can be changed by applying this 
switching field between the ends of the capsule. Energy zero 
corresponds to an isolated K@CM at infinite separation from 
the Cjgo capsule, (d) Schematic of a high-density memory 
board in the top and the side view. When a switching volt- 
age is applied between conductors b and C, the corresponding 
bit information will be stored in the memory element bC at 
their intersection, shown shaded. 

which is nearly independent of the C«) position, occurs 
if the Cw molecule carries a net positive charge, as we 
discuss below. Obviously, the van der Waals interaction 
stabilizes the Ceo molecule at either end of the capsule, 
where the contact area is largest. This is reflected in the 
potential energy behavior in Fig. 2(c), and results in the 
likelihood of CGO being found near the ends of the cap- 
sule, as evidenced in Figs. 1 and 2(a). In the following, 
we will study the possibility of information storage in this 
two-level system. 

Usefulness of this nanostructure for data storage im- 
plies the possibility to write and read information fast 
and reliably. Of equal importance is the capability to ad- 
dress the stored data efficiently, and the nonvolatility of 
the stored information. 

In order to move the encapsulated CM from one end 
of the capsule to the other (the molecular analog of 
writing) and to determine its position within the capsule 
(the molecular analog of reading) most efficiently, the COO 
should carry a net charge. In the K@CöO complex, which 

is known to form spontaneously under synthesis conditions 
in the presence of potassium, the valence electron of the 
encapsulated K atom is completely transferred to the COO 
shell [11]. The Cgo is likely to transfer the extra electron 
to the graphitic outer capsule, since the ionization potential 
of K@CöO is smaller than the work function of graphite. 
The extra electron will likely be further transferred to the 
(graphitic) structure that holds this element in place. Since 
the enclosed K+ ion does not modify the chemical nature 
of COO, we will model the dynamics of the K@C«) ion in 
the neutral G»8o capsule by uniformly distributing a static 
charge of + le over the Qo shell. 

The writing process corresponds to switching the equi- 
librium position of the C«) ion between the "bit 0" and the 
"bit 1" ends of the capsule in an applied electric field. This 
is best achieved if the connecting electrodes, supplying the 
bias voltage, are integral parts of the end caps, to reduce 
the field screening by the nanotube [12]. The energetics of 
Cgo in the switching field Es = ±0.1 V/Ä, generated by 
applying a voltage of «* 1.5 V between the end caps, is dis- 
played in Fig. 2(c). One of the local minima becomes un- 
stable above a critical field strength, causing the Cgo ion to 
move to the only stable position. The switching field Es = 
0.1 V/Ä is small and will have no effect on the integrity 
of the carbon bucky shuttle, since graphitic structures 
disintegrate only in fields £23 V/Ä [13,14]. 

The information, physically stored in the position of the 
C«) ion within the capsule, can be read nondestructively 
by detecting the polarity of the capsule. An alternative 
destructive read process would involve measuring the 
current pulse in the connecting wires, caused by the 
motion of the Cgo ion due to an applied probing voltage. 
The total charge transfer associated with the current pulse, 
which is one electron in our case, may be increased 
by connecting several capsules in parallel to represent 
one bit, and by using higher charged complexes such as 
La@C|2

+. 
When targeting high storage densities, the addressabil- 

ity of the stored information becomes important. One 
possible way to realize a high-density memory board is 
presented in Fig. 2(d). Maximum density is achieved by 
packing the nanotube memory elements like eggs in a car- 
ton. Rows of nanocapsules can be connected at the top 
and at the bottom by nanowire electrodes in such a way 
that a single memory element is addressed at their cross- 
ing point. Applying a switching voltage between two 
crossing electrodes [e.g., the bC pair in Fig. 2(d)] will 
generate a nonzero field only in the memory element la- 
beled bC. As in the ferrite matrix memory, many memory 
elements can be addressed in parallel using such an ad- 
dressing scheme. This arrangement applies both for the 
writing and the destructive reading processes described 
above, and allows for multiple bits to be written and read 
in parallel. In the latter case, the status of the memory 
element bC is inspected by applying a switching voltage 
between the electrode pair b, C and monitoring the cur- 
rent in these electrodes. 

1471 
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Unlike in presently used dynamic random access mem- 
ory (DRAM) elements, where information has to be sus- 
tained by an external power source, the nonvolatility of 
the stored information results from a nonzero trap poten- 
tial near the "bit 0" or "bit 1" end of the capsule. Ther- 
mal stability and nonvolatility of data depend on the depth 
of this trap potential, which in turn can be adjusted by 
changing the encapsulated fullerene complex. The cal- 
culated trap potential depth of =0.24 eV for the K@C«) 
ion near the ends of the capsule in zero field suggests 
that stored information should be stable well beyond room 
temperature and require temperatures T ä 3000 K to be 
destroyed. Further improvement of the thermal stability 
could be achieved using higher-charged endohedral com- 
plexes containing divalent or trivalent donor atoms, such 
as La@C82 discussed above. 

To study the efficiency of the writing process, we per- 
formed a molecular dynamics simulation of the switching 
process from "bit 0" to "bit 1" in the microcanonical en- 
semble of the Cm @C48o memory element. We used a pa- 
rametrized linear combination of atomic orbitals (LCAO) 
total energy functional [15], augmented by long-range 
van der Waals interactions [16]. Our computationally effi- 
cient 0(N) approach to determine the forces on individual 
atoms [17] had been previously used with success to de- 
scribe the disintegration dynamics of fullerenes [18] and 
the growth of multiwall nanotubes [19]. A time step of 
5 X 10~16 s and a fifth-order Runge-Kutta interpolation 
scheme was used to guarantee a total energy conservation 
of A£/£ :£ 10"10 between successive time steps. 

The results of our simulation are shown in Fig. 3. Ini- 
tially, the C«) ion is equilibrated near the "bit 0" posi- 
tion. At time t = 0, a constant electric field of 0.1 V/Ä 
is applied along the axis of the outer capsule. The origi- 
nally stable "bit 0" configuration becomes unstable in the 
modified total energy surface, depicted in Fig. 2(c). The 
Cj) ion is subject to a constant acceleration to the right, 
and reaches the "bit 1" position only 4 ps later, as seen 
in Fig. 3(a). During this switching process, the poten- 
tial energy lost by the C«) ion is converted into kinetic 
energy, as seen in Fig. 3(b). Because of the small (al- 
beit non-negligible) interaction between the encapsulated 
ion and the capsule, the kinetic energy gained initially 
occurs as rigid-body translational energy of the C«) ion. 
A nearly negligible energy transfer into the internal de- 
grees of freedom due to atomic-scale friction, manifested 
in a very small increase of the vibrational temperature 
in Fig. 3(c), is observed during this initial stage of the 
switching process. 

The Ceo ion reaches the opposite end of the capsule, 
4 ps after the switching field is applied, having gained 
1.5 eV of net kinetic energy. This kinetic energy is 
too small to damage the capsule, as inelastic collisions 
involving COO require energies exceeding 200 eV to occur 
[20]. Upon impact onto the enclosing capsule from the 
inside, a substantial fraction of this energy is converted 
into heat, thus increasing the vibrational temperature of 
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FIG. 3. Results of a molecular dynamics simulation of the 
switching process from "bit 0" to "bit 1", when a constant 
electric field of 0.1 V/Ä is applied along the axis of the 
capsule, (a) Position of the K@C«) ion with respect to the 
center of the enclosing C480 capsule as a function of time. 
(b) Changes in the potential energy (solid line) and kinetic 
energy (dashed line) in the laboratory reference frame as 
a function of time. The portion of the kinetic energy, 
corresponding to the translation of the enclosed K@C«> ion 
with respect to the capsule (dotted line), is seen to decrease 
as the system temperature rises. The total energy (dash- 
dotted line) is conserved.   All energies are given per atom. 
(c) Vibrational temperature of the enclosed K@C«> ion (dotted 
line) and the enclosing capsule (dashed line) as a function 
of time. The solid lines are backward convolutions of the 
vibrational temperature values, using a Gaussian with a full- 
width at half maximum of 7.5 X 10-13 s. 

the outer capsule by :£ 10 K and that of the C«) ion by 
«2 K. Because of the high heat conductivity and melting 
temperature Tu £ 4,000 K of graphitic nanostructures 
[18], this modest heat evolution is unlikely to cause any 
structural damage even at high access rates. 

As seen in Fig. 3(b), the net kinetic energy of the 
encapsulated C«) with respect to the outer capsule is sig- 
nificantly reduced during this collision. The C^ bounces 
back towards the middle of the capsule, slowed down by 
the opposing electric field, and finally turns again towards 
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the "bit 1" end. Figure 3(c) indicates that thermal 
equilibration in the system after the collision is achieved 
stepwise. The step period of «1 ps results from the beats 
between the low-frequency quadrupolar deformation 
modes of the colder encapsulated C«) ion and the hotter 
enclosing capsule, which have been excited during the 
quasielastic collision. 

One or few oscillations of the C«) ion inside the 
enclosing capsule, damped by transferring energy from 
macroscopic to internal degrees of freedom, are necessary 
to stabilize it in the new equilibrium "bit 1" position, 
with a kinetic energy not exceeding the depth of the 
trap potential. As seen in Fig. 3(b), this situation occurs 
«10 ps after the initial onset of the switching field, 
thus resulting in an ideal memory switching and access 
rate close to 0.1 THz. In the slower sequential mode, 
this translates into a data throughput rate of 10 Gbyte/s, 
4 orders of magnitude faster than the data throughput rate 
of 4-5 Mbyte/s which is achieved presently in magnetic 
mass storage devices. 

In order to further reduce the switching time, one may 
consider increasing the field to shorten the transfer time 
between the two states, keeping in mind that the damping 
process would be prolonged in such a case. Unlike in 
our model simulation, there is no need to apply a constant 
switching field during the entire bit flip process. A 0.5 ps 
pulse of a 0.1-0.5 V/Ä field is found to suffice to detach 
the Ceo ion from its stable position and thus to change 
the memory state. This approach may be of particular 
use if an increase of the trap potential, due to a different 
fullerene complex, should be desirable. 

Mass production of nanotube-based memory devices 
such as the one discussed here rely on the self-assembly 
of nanotubes and nanocapsules to ordered close-packed 
arrays. There has been encouraging evidence of such 
a self-assembly mechanism in the synthesis of free- 
standing nanotube ropes [3], aligned nanotube columns 
forming free-standing membranes [21], multiwall nano- 
tube columns growing from a SiC(lll) wafer [22], and 
most recently many C«) molecules inside long carbon 
nanotubes [23]. We also note that, since any double- 
wall nanocapsule with the enclosed structure shorter than 
the outer capsule behaves as a tunable two-level system, 
the functionality of the proposed nanoscale memory is 
basically independent of the exact size and shape of the 
encapsulated ion and the enclosing capsule. 

In summary, we have shown that thermal treatment 
may convert finely dispersed diamond powder to multi- 
wall carbon nanocapsules containing fullerenes such as 
Qo- Using molecular dynamics simulations, we inves- 
tigated the internal dynamics of a related model system, 
consisting of a K@Qo endohedral complex enclosed in a 
C480 nanocapsule. We showed this to be a tunable two- 
level system, where transitions between the two states can 
be induced by applying an electric field between the C480 

end caps. This system, if considered as a memory ele- 
ment, would offer a combination of high switching speed, 
high density, nonvolatility of data, and relatively easy 
read/write access. 
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We propose a laser-driven pump for atomic transport through carbon nanotubes. A two 
beam coherent control is used to inject carrier population into the lowest unoccupied nan- 
otube bands, which is anisotropic in momentum space. The resulting electron current moves 
intercalated atoms along the tube. This system is a unique prototype of a single atom de- 
position machine which overcomes the loading problem of the scanning tunneling microscope. 
[S0031 -9007(99)09502-2] 

PACS numbers: 78.20Jq, 61.48.+C, 66.30.Qa, 85.40.Ux 

The demonstrated manipulation and deposition of indi- 
vidual atoms on surfaces with the tip of a scanning tun- 
neling microscope (STM) [1,2] have opened a new era in 
nanotechnology. The STM enables us to study and mod- 
ify nanostructures on the atomic scale [3,4] and to ex- 
plore biomolecules [5]. The limitation of this technique 
to transport only single atoms prevents us from assem- 
bling larger structures. A "continuous STM" would offer 
a significant improvement here. Similar micromachines, 
commonly called "molecular motors" [6], can transport 
ions, atoms and molecules through membranes in biocells 
or along their tubular cytoskeleton [7]. 

The recently discovered nanotubes of carbon [8] and 
other materials [9] are formed with various diameters 
and chiralities, and their electronic structure varies from 
semiconducting to metallic [10-12]. The morphology of 
the hollow tubes provides an excellent possibility to create 
a nanometer-scale "fountain pen" (pump) with atomic 
filling. Isolated nanotubes can be filled [13] and nanotube 
ropes reversibly intercalated [14] during synthesis. The 
intercalated atoms usually condense into rather immobile 
aggregates [9,15]. To realize an atomic pump, a new 
mechanism is needed to move these atoms along the 
tubes, which could work similar to the mechanism of 
electron drag by hot carriers [16]. 

In applied dc electric fields, electromigration [17-19] 
has been shown to set atoms into motion. Partly ionized 
atoms are driven by the direct force Fj due to the external 
field that is locally modified at the atomic site, and by 
the wind force Fw caused by the reflection of conduction 
electrons from these atoms. Since Fd usually dominates 
Fw [18,19], generation of a force to set intercalated 
atoms into motion would require applying large dc biases, 
especially for atoms trapped at defects. 

More efficient and qualitatively different driving could 
be realized if the atoms would take better advantage of 
the large unidirectional momenta and energy carried by 
the hot electrons. This type of driving can be realized 
in photovoltaic materials with no inversion symmetry, 
where a dc current of hot electrons can be generated by 

light. Only recently, a way has been shown to generate 
a net electric current by light in semiconductors [20,21], 
irrespective of their crystal symmetry. Generation of 
hot carriers with asymmetric population of momenta 
±k, yielding such a current, was induced by quantum 
interference of one- and two-photon excitations with 
respective frequencies 2eoo and <wo- The direction of the 
current is coherently controlled by the relative phase of 
the two laser beams. Since no special crystal symmetry 
is required, a current can be generated in the same 
way in isolated [22] and bundled [23] single-wall and 
multiwall carbon nanotubes with different geometrical and 
electronic structures. This current may displace an added 
atom in the nanotube, as schematically depicted in Fig. 1, 
by exerting on it the wind force Fw, due to the absorption 
of electron momenta. The direct force Fd, caused here by 
a local charge buildup due to electrons reflected from the 
atom, is much smaller than Fw. 

Here we explore this idea of atomic driving in the 
(10,10) carbon nanotube [24].   The model Hamiltonian, 
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FIG. 1. Functional scheme of a nanotube-based atomic pump. 
Combined laser excitation at frequencies <u0 and 2co0 induces 
a current J in the tube, which exerts the wind force Fw on 
an atom carrying the net charge Zj. Reflected carriers build 
up a charge ±Aß, which generates a local field causing a 
direct force Fd to act on the atom. The atomic motion in 
the tube occurs on a potential energy surface with activation 
barriers Ebarr- 

0031-9007/99/82(26)/5373(4)$15.00      © 1999 The American Physical Society 5373. 



VOLUME 82, NUMBER 26 PHYSICAL  REVIEW  LETTERS 28 JUNE 1999 

Et 

EF 

generation field at k to the right of ±kF [26], 

FIG. 2. Schematic of laser-induced one- and two-photon 
transitions at the respective energies 2ha>0 (long-dashed lines) 
and R(i)Q (dashed lines) between the crossing bands of a 
(10,10) carbon nanotube. Because of coherent mixing of these 
processes connecting the same states, the generation at the 
right-hand side of the crossing points ±kf exceeds that on the 
left-hand side, resulting in a nonzero current along the tube. 

with bands crossing at EF (see Fig. 2), is 

H =      £     ±HkvFc*Jccatk + HeUw 

- -A(t)Y.(vl+2±(k)c^ikc2±,k + H.c.) 

k 
(1) 

The summation over the wave vector k extends near the 
two Fermi points ±kF in the one-dimensional Brillouin 
zone of the tube, k is center symmetric to k with respect 
to the closest ±kF. The index a = ±1, ±2 denotes the 
bands, with the sign indicating the direction of the intra- 
band velocity. //ei-tw describes the scattering of electrons 
by twistons [25] and other excitations. The third term 
describes interband transitions; A(t) = AUoe~'^Wo'+8-o^ + 
A2m(je~i(2a"''+B^) + c.c. is the component along the tube 
axis of the vector potential for the laser fields, and 
v\+i±{k) = (*, 1 + l(-iÄ/m«)VtXis|*,2±> are interband 
velocity matrix elements. The last two terms in Eq. (1) 
describe the scattering of electrons by the atom and the 
dynamical charge transfer to the atom. 

The lowest bands of the (10,10) tube near the Fermi 
points ±kF are shown schematically in Fig. 2, with the 
populated regions for E* < EF emphasized by thick lines. 
We show only the one- and two-photon transitions at the 
respective frequencies 2a>o and <wo> connecting the same 
states; one-photon transitions at <u0. not contributing to 
current, are neglected. Coherent mixing of the transition 
amplitudes for the one- and two-photon transitions can be 
controlled to yield different generation rates to the left 
and to the right of the Fermi points ±kF, symbolized by 
the different diameter of the half-circles, resulting in a 
nonzero current /. 

In the rotating-wave approximation, the coherent sum 
of the one- and two-photon terms gives, for the effective 

«fl-eff (*) = A2(oBe .-10*0 + s^ä±iA 
htOQ   c 

--iff- 
■ft»0* 02.   (2) 

Only the crossing bands in Fig. 2 were included as virtual 
states in the two-photon part of Eq. (2) [26], where 
Sv(k) = 2vF is the difference of the final (bands 1-, 
2-) and initial (bands 2+, 1+) state velocities at k. 
The analogousexpression for JAeft (Jt) at it to the left of 
±kF uses 8v(k) = -2vF. Therefore, the amplitudes of 
|J^eff| at k and k, and thus the generation rates there, 
can be different, and the resulting population imbalance of 
momenta near ±kF creates a current. The direction and 
magnitude of this current are controlled by the phases 6^, 
02aa and the sign of the prefactor Sv(k), which is largely 
material independent. Consequently, the direction of the 
current that drives atoms in the pump can be controlled in 
single-wall and multiwall nanotubes or nanotube ropes. 

The photogenerated current J, shown in Fig. 1, can be 
calculated from the Boltzmann equation in the relaxation 
time approximation [26,27]. In steady state it is given by 

,_ 2e    2 
(3) 

Here all bands in Fig. 2 and the two spin orientations 
are included, and rtr is the transport time in the tube. 
a-f is the product of the one- and two-photon terms in 
(e/c)2\Aeff(k)\2 and of |v2-,+(*)|2, yielding 

|v2-i+(A:)|M2a)„(ACl,0)
2cos(5ö),    (4) 

controls the 

°*f- c3Ra>o 

where the relative phase 86 = 6^ - 20„o       
direction of J. It is convenient to introduce the difference 
An in density of electrons traveling "right" and 'left" 
Taking into account the contributions from all states near 
EF, An is related to the current by / = AevFLn, which 
yields An = <TfTtt/(2H2vF). 

To sustain atomic motion within the atomic pump, the 
force F due to the current J must be sufficiently large. 
Generation of such large forces F requires strong light 
intensities, excessively heating the tube. The absorbed 
power P depends in a linear way on the laser intensities 
IUo and /2a,,,, whereas F is proportional to the product 
Icoohwo- Therefore, the F/P ratio can be maximized using 
shorter laser pulses at higher intensities. The driving can 
also be increased by decreasing the frequency (y0, since 
the factor A2lo0(AO)0)

2/<o0 in Eq. (4) gives <rj « <y^4. in 

semiconducting nanotubes, one-photon absorption at wo 
can be suppressed by tuning IOQ in the gap, which changes 
the absorbed power dependence to P « I2 Therefore, 
both /„,„ and the ratio F/P can be sharply increased. 

Our numerical estimates show that /,„„ = I2uo = 
100 kW/cm2 at H(o0 = 100 meV are reasonable values 
for these laser intensities. The interband velocity matrix 
elements are estimated to be |v2-i+(it)| =» vF « 1 nm/fs 
[25,26], and the transport time due to scattering on 
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twistons is roughly ra « 300/T[K] ps. This value is 
based on the resistance of several ropes [25], extrapo- 
lated to a single tube. Then, using Eq. (4), we obtain 
oj = 0.47 (meV)2. At T = 300 K, Eq. (3) yields the 
current J = 0.38 /iA and the electron density difference 
An = 0.6 X 10"3 rim-1 in the empty tube. 

When intercalated in a nanotube, atoms often become 
partly ionized. The close similarity between fullerenes, 
nanotubes, and graphite also suggests that the interaction 
energies between atoms and these sp2 bonded systems 
are similar [28]. Therefore we use the potential energy 
barriers Ebm and net charges Zd of atoms encapsulated 
in COO [29] also for nanotubes. In the following, we 
consider Lithium atoms with Zd = +0.6e and if ban- = 
0.12 eV. Calculations show that the tube band structure 
is not deformed much by the added atom. The chemical 
potential, however, shifts locally [15], thus attracting 
the delocalized transferred electrons and consequently 
screening the atom potential to a value Va

5
t [30]. Further 

contribution to screening comes from the injected carriers 
that are also partly reflected by V*, [17]. In absence 
of experimental data, we assume R « 0.1 as a plausible 
value for the reflection coefficient of electrons on V*,. 

This electron reflection generates a net wind force 
on the intercalated atom. The momentum trans- 
ferred within a unit length Z0 of the tube is Sp/k = 
(2H8k)(4iin)R = (8no0/vF)(An)R, where 8k = k - 
k. Based on the parameter values determined above, 
the momentum transferred per unit time yields Fw = 
(8p/l0)vF = (4co0/HvF)o-}TtrR « 44 /xeV/nm for the 
wind force and Fw « T~l for its temperature dependence. 
The effect of Fw on a partly ionized atom can be viewed 
as equivalent to a fictitious electric field, which in our 
case has a value (e/Zd)44 V/mm. 

Electrons reflected from the intercalated atom build 
up a local excess charge Aß± ** ±2e(kn)lmfPR, sepa- 
rated about half of the mean-free path lm/p = vF rtr 

from the atom. Neglecting screening, the re- 
sulting dipole creates locally an electric field 
E = -l6e(An)R/lmfp. The Li atom carrying ji 
charge Zd = +0.6e experiences a direct force Fd — 
ZdE = SZde<r}R/(HvF)2 - -0.8 (i6V/nm. Since the 
ratio Fw/Fd = ho)QTKvF/2Zde can be tuned to be very 
large («58 here), our situation differs from the case of dc 
bias driving, where Fd dominates or is comparable to Fw 

both in bulk semiconductors [18] and metals [19]. 
The dynamics of the intercalated atom, as it diffuses 

along (across) the tube, is also influenced by the time 
dependence of V* (r) and tfei-atW. In the transition state 
of hopping, the atom may block the electron transport 
more efficiently, thus modifying R and consequently the 
net force F = Fw + Fd, and form new electron tunneling 
channels for transport. As these effects are very difficult 
to estimate quantitatively, we neglect them and evaluate 
the average drift velocity of the added atom using steady- 
state forces. 

In the presence of the current /, the barriers for inter- 
site hopping £barr are shifted by the product of the net 
force on the atom F and the vector of length /, = 1.42 A 
that connects neighboring sites. Consequently, hop- 
ping rates towards left and towards right are given 
by VLjt - ^oexp[-(Ebair ± Fl,)/(kBT)l where v0 = 
[(2EbaiT)/(mat/

2)]1/2 is the atomic vibration frequency 
(p0 = 1.5 X 1013 s"1 for Li). This yields the drift 
velocity 

2v0Fl2 
/     £ban-\ 

(5) 

The drift velocity (uat> of the Li atom, given by Eq. (5), is 
shown in Fig. 3 as a function of temperature. It grows fast 
at low temperatures, reaches a maximum at T «* 700 K, 
and then decreases slowly. At T = 300 K, <vat) is more 
than 2 orders of magnitude smaller than the speed of 
broadening of the atom distribution by diffusion. 

Exposure to the intense laser fields heats the nanotube, 
thus affecting the atomic transport. We estimate the av- 
erage tube temperature T for laser pulses of duration 
tp that repeat with a period of rrep = 1 s. Assuming 
that in graphite radiation penetrates the topmost 30 lay- 
ers, then a surface area si of the tube should absorb 
the power P = (Im + /2-.)(Ji/15)(*P/<«p)- Because of 
their mesoscopic nature, carbon nanotubes have limited 
emissivity in the long wavelength region. If approxi- 
mated by a blackbody, power radiated out yields in steady 
state P = aTAsx, where <r = 5.67 X 10"8 Wm~2 K 4 

is the Stefan-Boltzmann constant. For the above in- 
tensities, the dependence of the tube temperature T = 
(2.35rp[/s])1/4 K on the pulse length tp is shown by 
the dashed line on the right-hand vertical scale of Fig. 3. 
The average atomic displacement during this laser pulse 
is <*> = {vzi)tp. Thus tp = 15-/ts-long pulses raise the 
tube temperature to T « 430 K and cause displacements 
of (x) = 0.3 yum, comparable to the tube length. 
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FIG. 3. The temperature dependence of the average drift 
velocity (vat) of a Li atom in a nanotube is given by the solid 
line. The relationship between the tube temperature T and the 
duration tp of the laser pulse (right-hand vertical scale) is given 
by the dashed line. 
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Electrons excited by laser to the energy 
H(I)Q — 100 meV above Ef may also scatter inelas- 
tically from the intercalated atom and thus "heat" it 
above the tube temperature T [31]. Assuming that the 
atom thermally equilibrates after each hop, which occurs 
statistically every tb = exp(Ehan/lcBT)/v0 = 7 ps at 
T = 300 K, it can absorb several phonons of the energy 
hv0 = 58 meV « Eban/2. Its "temperature," thus raised 
by tens to hundreds of degrees Kelvin above T, enters 
into the exponent of the activation factor in Eq. (5). This 
causes a significant increase of the velocity (vat). in 
particular at low T or in the case of stronger driving, and 
it can also dramatically improve atom detachment from 
various tube imperfections. 

Large defects, such as bamboo closures within multi- 
wall tubes, obviously block atomic transport and must 
be eliminated by destroying the corresponding nanotube 
section. Charge accumulating at the tube ends also acts 
as a defect by generating an additional direct force Fd 
that drags positively charged atoms in the same direc- 
tion as Fw. This charge is continuously released by 
electrons or ions entering and leaving the tube. Con- 
sequently, tube ends and other small defects act as a 
rather soft trap potential V(x), yielding a distribution 
PatW a ex^_-V(x)/kBT] of aggregated atoms. Thermal 
fluctuations of trapped atoms at the aggregate boundaries 
can be largely augmented by the absorption of phonons 
from hot electrons. The combined effect of atom detach- 
ing/driving by two laser beams might also be achieved 
if one laser beam (hot electron detaching) and a dc bias 
(driving by Fj) are applied to the nanotube. 

In summary, we have proposed a molecular pump with 
a (carbon) nanotube body. Excitation of the nanotube by 
two laser beams in a coherent control scheme generates 
an electron current, which drives intercalated atoms by 
the wind force Fw. The temperature dependence of the 
drift velocity vat for a Li atom shows a pronounced 
maximum at (uat) « 25 nm//is. The detachment rate 
and the drift velocity of the atom can be enhanced 
by inelastic scattering of hot electrons. The pump can 
be used for a semicontinuous deposition of atoms on 
surfaces. Two beam irradiation of surfaces may also be 
used to locally control diffusion at surfaces [32] and inside 
layered or porous materials [33]. 
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Abstract 

Nanotubes with diameters ranging from 20 to 400 nm and densities in the range of 108-109 cm"2, produced on metal-coated 
silicon by microwave plasma chemical vapor deposition, show various shapes depending upon: (i) growth conditions; and (u) pre- 
or post-growth treatment of the samples. Presence of nitrogen in the growth or pre-growth atmosphere increases the density and 
vertical growth rate of nanotubes. The growth rate on an iron-coated substrate is higher than on a nickel-coated substrate. A 
cleaning procedure, consisting of ultrasonic treatment of nanotubes in methanol, is demonstrated. © 2001 Elsevier Science B.V. 
All rights reserved. 

Keywords: Carbon nanotube; Microwave plasma chemical vapor deposition (MPCVD) 
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1. Introduction 

Since their discovery [1] using arc discharge evapora- 
tion, carbon nanotubes have been the subject of 
numerous investigations [2-6] because of their unique 
electronic and mechanical properties. A precise control 
of the fabrication method including patterning is re- 
quired for potential applications in electronics [7,8], 
field emission displays [9-12], biomedical devices and 
nanoelectromechanical systems (NEMS) [13]. Aligned 
carbon nanotubes have been obtained using chemical 
vapor deposition (CVD) on flat substrates [4], and by 
pyrolysis of acetylene on cobalt within a nano-channel 
alumina template [14]. Bower et al. [15] showed that 
aligned carbon nanotubes can be grown perpendicular 
to the local substrate surface, regardless of the surface 
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tilt or shape, using microwave plasma CVD (MPCVD). 
The alignment is induced by the electrical self-bias 59 
field imposed on the substrate surface from the plasma 60 
environment. 

In the present study, we make use of the many 
control parameters accessible in an MPCVD reactor to 
selectively grow nanotubes with particular morpholo- 
gies. Similar to all other nanotube synthesis techniques, 
incorporation of defects cannot be avoided during the 
growth. A post-growth cleaning process is usually re- 
quired before using the nanotubes in device structures. 
In this article, we report: (i) a uniform, high-density 
growth; and (ii) a cleaning procedure for carbon nano- 
tubes. 

2. Experimental 
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The flexibility of the MPCVD system, which permits 75 
a contamination-free processing and a modification of 76 
plasma shape through tuning of the cavity, allows syn- 
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thesis of a wide variety of carbon allotropes, ranging 
from nano-diamond [16] to nanotubes. Nanotubes in 
the present study are fabricated by MPCVD using iron 
(Fe) or nickel (Ni) as transition metal catalysts on 
titanium coated silicon substrates. A thin film of Ni 
(100 nm) is sputter deposited, or ferric nitrate 
[Fe(N03)3] dissolved in methanol is coated (100-300 
nm) on the substrate. Typical parameters varied in this 
study are: (i) growth temperature (450-850°C), growth 
time (0.5-120 min) and atmosphere (N2/H2/CH4), 
and (ii) pre- and post-growth treatment (N2/H2). Scan- 
ning electron microscopy (SEM) and transmission elec- 
tron microscopy (TEM) are used to characterize nano- 
tube properties such as diameter, length, orientation, 
uniformity and density. 

3. Results and discussion 

Fig. 1 shows an overview of nanotube structures 
grown under varying deposition parameters as detailed 
in Table 1. A very uniform growth is achieved at 

(a) 5um    (b)5um    (c) 2urn      (d) lum     (e) Sum 

m Sum    (g)2um       (h)20um   (0 3mn   (j) 2um 

temperatures between 650 and 750°C. Both vertical 
and horizontal growth of nanotubes was observed. A 
pre-growth treatment in nitrogen plasma enhances ver- IC 

tical growth. As shown in Fig. la, clusters are formed 10 
on top of the nanotubes during deposition at 650°C 
The diameters of tubes grown under these conditions 10 
are in the range of 20-100 nm, implying multi-wall 
nanotubes. Energy-dispersive spectroscopy (EDS) indi- 
cates the presence of carbon in these clusters. Increas- 
ing the deposition temperature to 750°C reduces the 
size of these clusters, but increases the diameter of the 
tubes to 100-400 nm as shown in Fig. lb. We interpret 
this diameter increase by improved growth kinetics at 
higher temperatures, in agreement with the conclusions 
of Thess et al. [2]. As seen in Fig. lc, the build-up of n 
clusters is strongly suppressed if nanotubes are grown ii 
by placing the metal-coated substrate upside down, ii 
leaving a gap between the growing surface and the 
substrate holder. In this case, tubes are grown down- 
ward and the plasma has to reach the growing surface. 
At the growth temperature of 650°C, the tube lengths 
are found to increase from approximately 1 u.m to 50 
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Fig. 1. Scanning electron microscopy (SEM) images of carbon nanotube films grown under the conditions described in Table 1. 
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Table 1 
124   Growth conditions and tube diameters shown in Fig. 1 

Specimen Growth parameters 

Temp. 
CO 

Growth time 
(min) 

Reaction gases Substrate 

Tube diameter 
(nm) 

Fig. la 
Fig. lb 
Fig. lc 

Fig. Id 

Fig. le 

Fig. If 
Fig. Ig 
Fig. lh,ij 

650 
750 
650 

650 

650 

650 
650 
650 

15 
15 
15 

0.5 

120 

15 
15 
15 

H2 (90 seem) 

N2 (10 seem) 

CH, (6 seem) 

;25 
.26 u.m, if the growth time is increased from 30 s to 120 
.27 min, as seen in Fig. ld,e. The tube diameter is not 
28 affected by the growth time. Also in this case, terminat- 

.29 ing clusters can be clearly seen. In another experiment, 
130 the effect of Fe and Ni as a catalyst was investigated, 
L3i while keeping the growth parameters the same. Al- 
132 though the growth on Fe or Ni yields similar ranges of 
133 diameters, density and orientation (vertical or horizon- 
134 tal), the growth rate is faster for Fe than that for Ni, 
135 consistent with the higher catalytic activity of Fe. Mor- 
136 phology of nanotube films grown on Fe and Ni is shown 
L37 in Fig. lf,g, respectively. 
138 Different nanotube shapes can be obtained if the 
L39 substrate is etched using different acids before applying 
;40 the Fe coating (Fig. lh-j). This treatment, leading to a 
4i very thin (20-80 nm) layer of Fe coating, can be used 

142 to create 'macaroni' shapes with a hollow core, which 
.43 appear to be woven out of very fine nanotubes, as seen 
.44 in Fig. li. This technique has the potential of creating 
145 different types of 'fibers' made of nanotubes. 
46 Transmission electron microscopy (TEM) was used 

147 for accurate measurements of the tube diameter. As 
L48 seen in Fig. 2a,b, TEM images of nanotubes grown at 
149 650°C show two distinct features, namely a straight 
.50 hollow and a repeating arrowhead shape. For straight 
i5i hollow tubes, the width of hollow region is in the range 
152 of 11-55 nm, with a wall thickness in the range of 
153 20-38 nm depending on the tube diameter. The tip of 
:54 the arrowhead is in the range of 8-12 nm, while the 
155 wide side of arrowhead is in the range of 15-30 nm. It 
:56 is interesting to know that the average tube diameter is 
57 different from the hollow structures. The tubes with a 
.58 straight hollow core are approximately 20 nm larger in 
.59 diameter than the ones with an arrowhead shape. The 
.60 tip of the tubes is tapered and closed. The black spots 
6i on the walls seem to be the structural defects gener- 
62 ated during growth. 
63 As shown in Fig. 3, patterned substrates are used to 

deposit nanotubes selectively. The substrate is treated 

Fe/Ti/Si 
Fe/Ti/Si 
Si/Ti/Fe 

Fe/Ti/Si 

Fe/Ti/Si 

Fe/Ti/Si 
Ni/Ti/Si 
Fe/etched Ti/Si 

20-100 
100-400 
30-50 

20-100 

20-100 

20-100 
60-100 
20-80 

164 

165 

166 

167 

168 

169 

170 

171 

in H2/N2 plasma at 650°C for 5 min, followed by 
exposure to CH4.The growth lasts for 15 min. SEM 
observations indicate that the alignment and orienta- 
tion of nanotubes in Fig. 3 are uniform across the 
deposited area. 

In addition to the above observed structures, we 
report two new findings based on our experiments, 
namely the etching of nanotubes by plasma and post- 172 
growth detachment of the carbon clusters from the 173 
tubes. For growth temperatures in the range of 174 
800-900°C, etching of carbon nanotubes was observed. 175 
At the lower end of this range, tubes grown during 176 
short growth times (less than 5 min) can be etched if 177 
longer growth times (greater than 15 min) are used.       178 

Previously reported purification methods [17,18], de- 179 
signed to remove clusters and other undesirable struc- 180 
tures from the nanotube material, involve laborious i8i 
steps such as refluxing, centrifugation, sedimentation 

(a) 50nm (b)  lOOnm 
-mm 

182 
Fig. 2. Transmission electron microscopy (TEM) images of carbon   183 
nanotube films grown under various conditions. 
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184 
185 and filtration, or boiling in an acid bath. We have 
186 demonstrated an alternate, less laborious way to purify 
187 CVD grown nanotubes, which involves treatment of 
188 as-grown nanotubes in methanol in an ultra-sonic bath 
189 for 15 min. Tubes cleaned in this way, shown in Fig. 4, 
190 become free of the cluster residue. We find that CVD- 
191 grown nanotubes adhere well to the substrate, thus 
192 suggesting their application as field electron emitters. 
193 It may be pointed out that an ultrasonic cleaning 
194 procedure has also been reported for single-wall nano- 

tubes grown by laser-vaporization [19]. 
195 

196 
4. Conclusions 

197 
198 
199 A comparison between the growth conditions de- 
200 scribed in Table 1 and the nanotube morphologies of 
20i Fig. 1 suggests that the higher temperature used to 
202 synthesize the sample in Fig. lb yields tubes that are 
203 fatter and straighter. At lower temperatures, associated 
204 with the system depicted in Fig. lj, the commonly 
205 forming pentagon-heptagon defects cannot be an- 
206 nealed easily, causing the tubes to bend. We note that 
207 nanotube coils, when anchored firmly in a substrate, 
208 could be used to make strong interconnects between 
209 surfaces [20], in vague analogy with the Velcro* clo- 
2io sure, thus harnessing the unusually high tensile strength 
2ii of 30 GPa found in carbon nanotubes [21]. 
212 In summary, we report formation of dense carbon 
213 nanotube films with different morphologies that were 
214 synthesized by varying the conditions in a MPCVD 
215 reactor. We found optimum growth in presence of an 
216 iron catalyst and nitrogen in the atmosphere. A clean- 
217 ing procedure, consisting of ultrasonic treatment of 
218 nanotubes in methanol, has been found to efficiently 
219 remove any amorphous residue formed during the syn- 

thesis. 

220 
221   Fig. 3. SEM micrographs show the patterned nanotubes (250 X 250 

u.m2). 

Fig. 4. SEM images of as-grown nanotube films (a and b) and films 
that have been subjected to ultrasonic treatment in methanol (c and 
d), resulting in removal of carbon clusters. 
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The valence electronic structure of rhombohedrally polymerized C«,, synthesized at 6 GPa and 
725 °C, has been studied using x-ray emission spectroscopy. The C Ka spectrum of the polymer was 
found to differ from that of the C«, fullerite especially in the high-energy region. The observed 
spectra were compared to densities of states, calculated using a tight-binding approximation for 
three two-dimensional hexagonal C«, networks, distinguished by the nature of intermolecular 
bonding. Theoretical spectra of the polymers agree well with experiment and indicate that changes 
in the valence band of C«, upon polymerization are mainly due to the formation of intermolecular 
bonds, and only to a negligible degree due to a distortion of the C«, cage. Rotation of C«, within the 
hexagonal layer changes dramatically the electronic properties of the polymer from a 
semiconducting behavior for the structure with 66/66 connections to a metallic behavior for a layer 
containing C«, molecules that are linked through 56/65 bonds. The occurrence of the latter 
configuration may explain the observed metalliclike in-plane conductivity of the rhombohedral 
phase of C«,.   © 2001 American Institute of Physics.   [DOI: 10.1063/1.1398079] 

I. INTRODUCTION 

The rhombohedral phase of the C« fullerene is formed 
under pressures ranging from 5 to 8 GPa and in the tempera- 
ture range of 700-1000 "C.1 The solid is characterized by an 
anisotropy of bonding. The interaction between polymerized 
layers has van der Waals character and each C«, molecule of 
a layer is bonded to its six neighbors by twelve equatorial 
atoms.2,3 The formation of four-membered rings between 
molecules is evident from 13CNMR studies on the rhombo- 
hedral phase.4 The C«, fullerene has two symmetry- 
independent bonds: one is shared by two hexagons (66-bond, 
sometimes called a "double" bond) and another separates a 
hexagon from a pentagon (65-bond, sometimes called a 
"single" bond). Hence, a cycloaddition of Cm may develop 
through 66/66, 66/56, 56/56, and 56/65 intermolecular bond- 
ing. For the (C«^ drmer. the former configuration has been 
predicted by quantum-chemical calculations to be the most 
energetically stable.5,6 

The covalent bonding between C«, molecules consider- 
ably changes the electronic structure and properties of the 
solid. Density functional (LDA) and tight-binding calcula- 
tions of the rhombohedral phase and its two-dimensional 
layer found the fundamental gap to be narrower and the band 
dispersion to be larger in comparison to bulk Qo fullerite, a 
molecular solid.7,8 The presence of 56-bonding in the hex- 
agonal network was considered to explain semimetal proper- 
ties of the rhombohedral solid.8 Furthermore, increase of the 
■jr conjugations between C«) molecules could lead to the tran- 

sition in the metallic state.9 Electrical properties of the rhom- 
bohedral polymer were found to be strongly dependent on 
the temperature of polymerization.10 In the polymerized 
plane, the conductivity increases with increasing the prepa- 
ration temperature up to a metalliclike behavior. 

The purpose of the present work is to investigate the 
electronic structure of rhombohedrally polymerized C«, us- 
ing x-ray emission spectroscopy and the tight-binding 
method. The x-ray emission arises as the result of electron 
transitions from valence shell to a previously created core 
vacancy. Due to dipole selection rules and localization of the 
core orbital, _a spectrum characterizes the distribution of 
C 2p electrons in the valence band of a compound. Recently, 
the changes in the valence band of QQ films upon photopo- 
lymerization have been studied by photoelectron spectros- 
copy using He I (Ref. 11) and Mg Ka (Ref. 12) excitations. 
The valence electronic structure of the polymerized Cgo films 
was found to be almost the same as that of the pristine films. 
A shift of the spectrum toward lower binding energies and a 
broadening of bands was shown to be caused by the in- 
creased size of the conjugated ir-electron system.11 The pres- 
ence of six-coordinated C^, molecules in the rhombohedral 
polymer could have a similar effect on the electronic struc- 
ture. The interpretation of the spectral features and study of 
the electronic properties of the polymers are performed by 
considering differently arranged hexagonal networks of Qo 
in the calculations. 

0021-9606/2001/115(13)/1/5/$18.00 
© 2001 American Institute of Physics 
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HG. 1. X-ray diffraction spectrum of rhombohedrally polymerized Qo. 

II. EXPERIMENT 

The rhombohedral Qo polymer was prepared in a 
Toroid-type high-pressure apparatus from fullerene powder 
of 99.9% purity, produced by Term USA, Berkeley, CA. The 
fuUerite sample was heated rapidly up to 725 °C at a constant 
pressure of 6 GPa. The details of the sample preparation 
procedure were published earlier.13 

The x-ray diffraction pattern of the sample as produced 
(Fig. 1) indicates the formation of a practically pure rhom- 
bohedral phase of Cm, with the lattice parameters a 
=9.20Äandc=24.61A. 

The x-ray emission spectra of the C& molecular solid 
and the rhombohedrally polymerized Qo were recorded with 
a "Stearat" spectrometer, using the ammonium biphtalate 
(NH4AP) single crystal as a crystal-analyzer. This crystal has 
a nonlinear reflection efficiency, which is corrected by the 
procedure described elsewhere.14 The samples were depos- 
ited on a copper substrate and cooled down to liquid nitrogen 
temperature in the vacuum chamber of the x-ray tube with a 
copper anode (U=6 kV, 7=0.5 A). The x-ray transition en- 
ergies, displayed in Fig. 3, were obtained with an absolute 
accuracy of ±0.15 eV and a spectral resolution of 0.4 eV. 

III. THEORY 

Three two-dimensional polymers with different intermo- 
lecular bonds (Fig. 2) were constructed. Each molecule in 
polymer I is connected to six neighbors by a [2+2 ] cycload- 
dition of 66-bonds. Hexagonal packing of C^ molecules 
linked by 65-bonds results in the 65/56 configuration (poly- 
mer II), where each pentagon adjacent to a four-membered 
ring is opposite to a hexagon. Polymer HI can be imagined as 
an insertion of misoriented molecules in polymer I. The cen- 
tral Cjo molecule of the fragment depicted in Fig. 2(c) is 
linked by 65-bonds to 66-bonds of the neighboring mol- 
ecules. The portion of 66-bonding molecules in the polymer- 
ized layer is twice that of the misoriented molecules. A unit 
cell of polymers I and II contains one molecule, whereas a 
unit cell of polymer III holds three molecules. 

*;•!*;•*• 

FIG. 2. Structural models describing the bonding within rhombohedrally 
polymerized 0». (a) Polymer I with 66766 bonding, (b) polymer II with 
6S/S6 bonding, and (c) polymer m, characterized by 65 edges of the central 
molecule being adjacent to 66 edges of neighboring molecules. Changes in 
the orientation of the fullerenes are emphasized by different levels of shad- 
ing. 

The geometry of the polymer fragments (Fig. 2) was 
optimized by the molecular mechanic MM+ force field.13 

The relaxed intermolecular bonds in 66/66, 65/56, and 65/66 
configurations have a length of 1.582 Ä, 1.594 Ä, and 1.608 
Ä, characteristic of covalent bonds in sp3 hybridized carbon 
systems. The atomic coordinates of the central molecule in 
the fragments were used to calculate the electronic band 
structure of the polymers. For polymer HI, the atomic coor- 
dinates of the two neighboring 66-bonded molecules were 
used in addition. The resulting values of a translation vector 
for polymers I, n, and El are equal to 9.19 A, 9.17 Ä, and 
9.26 Ä, which is in good agreement with the experimentally 
determined lattice parameter of 9.2 A. 

The polymers were calculated using an empirical tight- 
binding Hamiltonian that was especially parameterized to re- 
produce the features in the x-ray fluorescence spectra of 
fullerenes.16 For these calculations, 132* points were chosen 
in the irreducible part of the Brillouin zone. The intensity of 
x-ray transitions was computed as a sum of the squared tran- 
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FIG. 3. Observed C Ka spectra of (a) the CM molecular solid, fullerite, and 
(b) rhombohedrally polymerized Cw. 

sition coefficients, corresponding to the contribution of the 
C2p-atomic orbitals (AOs) to the particular molecular or- 
bital (MO). The C Ka intensity profile, shown in Fig. 4, was 
further convoluted with a 0.5 eV Lorenzian function and 
plotted in a scale of the one-electron energies of the occupied 
MOs. Total energies of the polymers were derived using a 
carbon-carbon interaction potential17 with somewhat 
changed parameters 16 

IV. RESULTS AND DISCUSSION 

The _a spectra of the QQ fullerite and the rhombohedral 
Cgo polymer are displayed side-by-side for comparison in 
Fig. 3. Due to the reflection peculiarities of the crystal ana- 
lyzer used, the C Ka intensity can be reliably measured only 
in the region from 285 eV to 275 eV. The fullerite spectrum 
exhibits four well-developed maxima, which are in good 
agreement with spectra recorded on spectrometers with dif- 
fraction gratings, using synchrotron radiation.18,19 The weak 
intermolecular interactions in fullerite have only a slight ef- 
fect on the density of states.20 This permits us to correlate the 
energy bands to the molecular levels of Qo and, hence, to 
interpret the CKa spectrum on the basis of calculations of 
the free molecule. A detailed analysis of the fullerite spec- 
trum has been performed in Ref. 21. The high-energy 
maxima A and B correspond to the radially directed ir-like 
MOs, whereas the maxima C and D are mainly formed by 
(r-like MOs. The shoulder A' is a nondiagrammatic line 
caused by the reemission of C Is electrons excited into the 
lowest unoccupied MO (LUMO) of C«,.19 Formation of co- 
valent intermolecular bonding in the rhombohedral C^ poly- 
mer noticeably changes the _a spectral profile [Fig. 3(b)]. 
First, the gaps between the maxima A, B and between the 
maxima C, D nearly disappear, and the _ a spectrum of the 
polymer shows two broad maxima: an intense split maxi- 
mum around 277.5 eV and a high-energy maximum at 281 
eV. Second, all spectral lines move towards the high-energy 

i. 
03 

s 

FIG. 4. Calculated C Ka emission spectra for (a) the icosahedral CM mol- 
ecule, (b) the distorted QB cage taken from the 66/66 layer, (c) polymer I, 
(d) polymer HI, and (e) polymer n. The spectral lines were convoluted with 
a 0.5 eV Lorenzian function. 

region with respect to the molecular solid. The observed ef- 
fects may be caused by a distortion of the QQ cage in the 
polymer and/or by the formation of new intermolecular 
bonds. 

Figure 4 demonstrates the change of the theoretical _a 
spectrum of the free Qo molecule due to polymerization. 
Maxima in the spectrum of the icosahedral molecule [Fig. 
4(a)] were labeled in accordance with those in the experi- 
mental spectrum of fullerite. The calculated spectrum, plot- 
ted for a distorted C^ that is isolated from 66/66 layer, keeps 
the basic maxima [Fig. 4(b)]. Splitting of MOs that were 
initially degenerate in the icosahedral Qo results in a broad- 
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ening and a shift of the spectra] maxima. The main effect of 
the interactions between Qo molecules in the polymer is on 
the _a profile [Figs. 4(c)-4(e)]. Compared to the theoretical 
spectra of QQ, those of polymerized Cgo are characterized by 
a significant broadening of the high-energy maxima A and B 
and their shift towards the Fermi level. Furthermore, one can 
see an increase in the electronic density of states between the 
maxima. These tendencies are observed in all theoretical 
spectra, although the spectra of polymers I and III, which are 
similar in appearance, differ from the spectrum of polymer II 
in the intensities and positions of the features. Therefore, to 
decide which is the most preferable arrangement of a hex- 
agonally polymerized Qo layer, based only on a comparison 
between theoretical and experimental CKct spectra, seems 
not to be feasible. Actually, the electronic density of states in 
the vicinity of the Fermi level8 is much more sensitive to the 
local structure than the distribution of C 2p valence electrons 
in the solid. 

The energy band dispersion of the calculated polymers 
along high-symmetry lines in the Brillouin zone of the hex- 
agonal lattice is shown in Fig. 5. The polymer I has an indi- 
rect 0.81 eV gap between the top of the valence band 
(marked as T point) and the bottom of the conduction (K 
point). A previous calculation of the 66/66 layer with differ- 
ent atomic positions, based on the same quantum-chemical 
scheme, had provided the gap value of 0.57 eV,16 thus dem- 
onstrating the strong effect of geometry on the width of the 
fundamental gap. Nevertheless, the basic features in the den- 
sity of states in a wide energy interval are practically the 
same for bom structures. The character of the band disper- 
sion near the Fermi level is also similar. In particular, the 
highest occupied and lowest unoccupied bands are doubly 
degenerate in the point. 

Significant changes in the electronic band structure of 
hexagonal layer occur when C^ molecules are connected by 
56-bonds [Fig. 5(b)]. The conductance and valence bands 
meet at the _ point, indicating metallic properties of polymer 
II. Compared to the 66/66 configuration, the electronic struc- 
ture of polymer II is characterized by increasing the width of 
the lowest branch of the conduction band and shifting the top 
of the valence band towards the higher energy. Both of these 
effects reveal an enhancement of the intermolecular overlap 
of ir-type states. To analyze the possible reasons for such an 
enhancement,  the  electron density  associated  with  the 
LUMO was drawn for the fragments of polymer I, II (Fig. 6). 
Let us focus our attention on the charge distribution within 
the cavity in-between the linked molecules. The ir-electron 
overlap is negative in polymer I, whereas it is positive in 
polymer II. We conclude that it is the interaction within the 
Qo layer across the intermolecular space, which most likely 
enhances the electron conductivity in the two-dimensional 
layer of polymer II. Two basic differences in the molecular 
arrangement within the layer of polymers I, II seem to play a 
major role in their properties. First, the Cgn unit cell in poly- 
mer I belongs to the D3d symmetry, whereas that of polymer 
II is of S6 symmetry; thus also the symmetry of the wave 
functions is different. Actually, as seen in Fig. 6, the LUMO 
shown for the three-molecule fragment of polymer I has one 
node and that of polymer II has three nodes. The second 

FIG. 5. Electronic band structure of (a) polymer I, (b) polymer n, and (c, 
polymer m. 

difference distinguishing between the polymers is the posi- 
tion of the nearest threefold coordinated atoms within tht 
neighboring molecules. These atoms form vertices of penta 
gons or hexagons in polymers I and II. In polymer I, suet 
atoms are much further separated from the equator of tht 
central C^ than in polymer II. Consequently, the radiall) 
directed ir-type orbitals interact more effectively in polymei 
n. 

Polymer HI contains C« cages of the two orientations 
present in polymers I and II. According to the band structure 
calculation, this polymer is a semiconductor. A direct banc 
gap at the _ point is about 0.38 eV wide. The insertion oi 
"misoriented" Qo molecules into the 66/66 layer in a ratic 
of 1:2 narrows the gap to practically half its value. The rathei 
small band dispersion near the top of the valence and bottom 
of the conduction band reflects a smaller degree of interac- 
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m m 
FIG. 6. Electronic charge density associated with crystal states derived from 
the lowest unoccupied molecular Orbitals for fragments of (a) polymer I with 
66/66 connections, and (b) polymer II with 65/56 connections within the 

layer. 

tion within the TT electron system in the 65/66 configuration 
than in the other geometries considered. Furthermore, we can 
also see an increased separation between the top of the va- 
lence and bottom of the conduction bands near the _ point in 
the Brillouin zone of polymer El. The relative position of 
atoms belonging to 66-connected molecules of polymer I and 
65-connected molecules of polymer II, distinctly different 
from polymer III, and the longer intermolecular bonds in 
polymer HI decrease the ir-like orbital overlap through the 
cavities. Inspection of Figs. 5(a) and 5(b) reveals that the 
upper branches of the valence band of polymer II are located 
at a higher energy than those of polymer I. The appearance 
of these ir-states in the electronic structure of polymer III 
explains the observed band gap narrowing in comparison to 
the 66/66 configuration. The large spacing between the top 
four occupied bands and deeper lying bands supports our 
interpretation that the ir-states are rather localized in com- 
parison to the other bands. Polymer III is also less stable than 
the other polymers and may be considered as an intermediate 
structure between the more stable configurations of polymers 
I and II. 

V. SUMMARY 

Our study of the electronic structure of rhombohedrally 
polymerized Qo using x-ray emission spectroscopy revealed 
changes in the density of occupied C2/?-states with respect 
to fullerite, the Qn-based molecular solid. Upon polymeriza- 
tion, the main features of the CKa spectrum were found to 
broaden and shift towards higher binding energies. To inter- 
pret the experimental results, we calculated the electronic 
spectra of hexagonal Cw layers using an empirical tight- 
binding approach. The calculations considered three configu- 
rations, with neighboring molecules connected by 66/66, 65/ 
56, and 65/66 bonds. Comparison between the calculated 
spectra revealed that the differences between the polymer 
phase and a free C«, molecule are similar to the differences 
between the experimental spectra of polymerized C^ and the 
molecular solid. The intermolecular interactions in the poly- 
mer were found to play a primary role in determining the 
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electronic structure and properties of rhombohedrally poly- 
merized C«). Insertion of misoriented Cgn molecules in the 
66/66 layer reduces the fundamental gap by one half, and the 
gap disappears completely in the polymer containing mol- 
ecules connected by 65/56 intermolecular bonds. The forma- 
tion of a specific bond between neighboring C«) molecules is 
primarily caused by the geometric configuration in the pris- 
tine solid. At the onset of the polymerization process in an 
ordered layer, the 66-bond of one molecule faces a hexagon 
of the neighboring molecule. Furthermore, the 66/66 con- 
figuration is energetically preferable. Thus, formation of a 
66/66 connected layer is favored both on kinetic and ener- 
getic grounds. Under particular conditions, however, which 
may involve temperature gradients or imperfect packing, 
polymers might form that involve other configurations. Our 
produced samples of rhombohedrally polymerized Qo have 
a polycrystalline structure that may be caused by spatially 
varying intermolecular connections. Our electronic structure 
calculations of the different polymers indicate that the occur- 
rence of regions containing 65/56 bonded molecules within a 
66/66 connected hexagonal layer may cause variations of 
in-plane conductivity. 
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We study an unusual class of carbon structures, based on rigidly interconnected segments of graphite. The 
resulting foamlike systems cover the structural phase space extending from hexagonal diamond to graphite. 
Related to the most stable phases of carbon, these hybrid systems show an unusually high structural stability 
at low mass densities. Our density-functional calculations indicate that carbon foam is metallic, stable, and 
structurally rigid. 
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With the apparently ever-expanding plethora of stable 
structures, including fullerenes and nanotubes,1 elemental 
carbon continues to amaze the scientific community. In 
search of structural rigidity and toughness competing with 
that of diamond and graphite, hybrid structures containing 
sp2 and sp3 bonded carbon have been discussed in the 
literature.2-7 Here we study and theoretically characterize an 
unusual system which combines the shear rigidity of dia- 
mond with the open structure, low mass density, and an even 
higher stability of graphitic carbon.8 We also propose a way 
to synthesize the new carbon foam using self-assembly on 
stepped single-crystal surfaces as a template. 

The structure studied, shown schematically in Fig. 1(a), is 
conceptually based on interconnected graphite strips. The re- 
sulting periodic three-dimensional (3D) network, depicted in 
Fig. 1(c), is structurally reminiscent of a foam. The long 
open channels are formed by terraces in the layered structure. 
These terraces are formed of graphitic strips that are inter- 
connected in a seamless manner. The primitive orthorhombic 
conventional unit cell of a particular foam structure, contain- 
ing 64 atoms, is depicted in Fig. 1(b). This figure also illus- 
trates the use of three- and fourfold coordinated carbon at- 
oms in the construction of carbon foam. 

The rigidity of the foam structure depends on the area 
density of bonds in the c direction that connect the terraces in 
the ab plane. By construction, these bonds are formed by 
providing atoms within the graphitic ab layers with addi- 
tional neighbors in the c direction, thus locally converting 
sp2 to sp3 hybridized carbon atoms. The unit cell in the b 
direction can be as short as 2.46 Ä, the separation between 
the parallel sides of the graphitic hexagons. In this case, the 
structure contains chains aligned with the b axis, consisting 
of carbon atoms that are fourfold coordinated prior to relax- 
ation. Increasing b yields a structure of interconnected graph- 
ite strips, wavy both in the a and b directions, that eventually 
becomes indistinguishable from graphite as &-+°°. 

Keeping b at its minimum value near 2.46 A and reducing 
the terrace width in the a direction to zero, the structure 
reduces to a network of fourfold coordinated carbon atoms, 
namely that of hexagonal diamond or wurtzite. Increasing a, 
on the other hand, yields a structure which, in the a-x» 
limit, is that of layered graphite. 

The size of the unit cell is determined by the number of 
carbon atoms in the a b plane; the equilibrium value of c 
depends on the predominant type of hybridization and ranges 
between the interlayer spacings of diamond and graphite. In 
other words, with the flexibility of independently adjustable 
values of a and b, we have a system that continuously spans 
the structural phase space between diamond and graphite, the 
most stable phases of elemental carbon. 

To describe the structural and electronic properties of car- 
bon foam, we use the local-density approximation (LDA) 
within the framework of the density-functional theory.9'10 We 
adopt the Ceperley-Alder exchange-correlation potential in 
the LDA," and use norm-conserving pseudopotentials12 with 
the Kleinman-Bylander separable approximation.13 We use a 
plane-wave basis set with a cutoff energy of 50 Ry and eight 
special ife-points to sample the full Brillouin zone of the foam. 
The geometry is optimized using the conjugate gradient 
approach.14 

For the system depicted in Fig. 1, the optimized lattice 
parameters are aop,= 16.44A, fc0/,,= 9.58 A, and copt 

= 3.28 Ä. We find the intralayer bond lengths to be close to 
the graphite value of 1.42 Ä, and the interlayer distance to be 
only slightly smaller than the graphite value of 3.35 Ä. Dur- 
ing the optimization process, we observe an intriguing struc- 
ture relaxation especially near the sites labeled sp3 in Figs. 
1(a) and (b). These atoms sacrifice one of their four neighbor 
bonds, characterizing an initial sp3 hybridization, and bind 
strongly to only three neighbors with strong sp2 bonds. Ac- 
cordingly, the system of IT electrons acquires a 3D metallic 
character, as will be discussed later. 

Our total-energy calculations indicate that the foam is al- 
most as stable as graphite and diamond, the most stable al- 
lotropes of carbon. We find the cohesive energy of the foam 
with 64 atoms per unit cell to be smaller by 0.13 eV/atom 
than that of graphite (or the equally stable diamond). The 
foam is more stable by 0.31 eV/atom than the isolated C» 
molecule, and similarly stable as carbon nanotubes. Conse- 
quently, we expect the new carbon foam to remain stable 
once it is synthesized. 

With 64 atoms in the unit cell, the above optimized unit- 
cell size translates into a mass density of only p 
= 2.48 g/cm3. This value is nearly as low as that of graphite, 
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FIG. 1. Structural description of carbon foam, (a) Schematic 
illustrating the structural relationship between carbon foam and lay- 
ered graphite, (b) Conventional orthorhombic unit cell of carbon 
foam, holding 64 atoms. Unit-cell variations are possible by chang- 
ing the number of carbon atoms along the a and b axes. Initially 
fourfold coordinated sp3 atoms are gray shaded, and the initial 
bond direction to their fourth neighbors is indicated by the dashed 
lines, (c) Perspective view of the 3D foam lattice structure, based 
on the above unit cell. 

p=2.27 g/cm3. In spite of its low density, the foam material 
shows an unusually high stiffness along all three axes. 

Due to the structural similarity with graphite, we find the 
elastic stiffness of foam along the b axis cb=C22 
= 9.42 Mbar close to the very high in-layer stiffness of 
graphite, cu= 12.3 Mbar. This value also lies close to that of 
diamond, for which our elastic response calculations give 
cu = 11.29 Mbar, in close agreement with previously 
observed15 and calculated16 values. The reduced stiffness of 
carbon foam along the a direction, ca=cn=9.02 Mbar, is a 
consequence of the scissorslike instability in that direction. 

As expected for a rigidly interconnected 3D lattice, the 
predicted value cc=c33=0.82 Mbar in the foam is signifi- 
cantly higher than the graphite value cc=0.34 Mbar. The 
predicted bulk modulus of carbon foam, with B 
=0.79 Mbar, lies in between the values B=0.33 Mbar of 
graphite and 2?=4.69 Mbar for diamond. 

The structural rigidity of carbon foam results from strong 
covalent bonds along all spatial directions. In particular, the 
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FIG. 2. Contour plot of the charge density associated with states 
close to the Fermi level. The plot covers a charge density range 
between 2.0X 10"4 electrons/a.u.3 and 3.2X 10~3 electrons/a.u.3, 
with contour lines representing twice the values at adjacent con- 
tours. The sp1 character of covalent bonds is shown in (a) in the ac 
plane and in (b) in the ab plane, close to the terrace. 

strong bonds in the c direction resemble the sp2 intralayer 
bonds of graphite. The bonding integrity throughout the 
structure is reflected in delocalization of the charge density 
in the ab and ac plane, shown in Fig. 2. 

The possibility of metallic conduction along the graphitic 
strips in carbon foam had been suggested based on Hiickel 
calculations.8 To investigate the degree of metallic behavior, 
we show the band dispersion along high-symmetry lines in 
the primitive orthorhombic unit cell in Fig. 3. We find the 
band dispersion within the ab plane, i.e., along the T—X and 
T—Y directions, to be large and comparable to the disper- 
sion of a graphitic monolayer, reflecting the strong sp2 bond- 
ing. Since our particular unit cell holds more carbon atoms in 
the a direction than in the b direction, the dispersion along 
r- Y is larger than along T-X. The band dispersion along 
the T-Z direction is somewhat larger than that of layered 
graphite, due to the rigid bonds in the c direction. Our 64- 
atom unit cell holds 256 valence electrons, and we find that 
the 128th and the 129th bands cross the Fermi level along the 
T-Y, T-Z, and the Y-T lines. 

The electronic density of states of carbon foam, displayed 
in the right panel of Fig. 3, is reminiscent of graphite, reflect- 
ing the structural similarity of the two structures. The system 
is metallic, with the nonvanishing value of the density of 
states at the Fermi level N(EF) = 1.0 states/eV/spin, similar 
to other previously discussed sp2 lattices.4 

A possible way to synthesize carbon foam may be 
achieved by directed assembly on a templated substrate. Re- 
cently, graphitic strips have been synthesized by hydrocarbon 
decomposition on stepped transition metal or metal carbide 
surfaces, such as Pt(557), Ni(557), or TiC(557).17 Whereas 
hydrocarbons such as benzene graphitize on the flat terraces, 
the more active step sites have been shown to break the 
graphitic bonds, thus separating the graphitic overcoating 
into disconnected strips. We postulate that under conditions 
where graphite layers still remain intact, such a separation 
into strips may be suppressed. Due to the stronger local 
bending of the still intact overlayer near the steps, the 
strained segments become more reactive. With more than 
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FIG. 3. Electronic band dispersion along 
high-symmetry lines in the Brillouin zone of the 
graphitic structure of Fig. 1. The schematic draw- 
ing of the Brillouin zone shows the labeling of 
high-symmetry points. The corresponding density 
of states is shown in the right panel. The energy 
reference is the Fermi level. 

one graphitic overlayer, the initially layered structure, remi- 
niscent of wavy graphite, may reconnect to a foamlike struc- 
ture. Bonding arrangements, reminiscent of those illustrated 
in Fig. 1(c), also likely exist in defective graphite. In that 
case, however, the channels are likely to become very irregu- 
lar, inducing significant strain to the lattice. 

We would like to emphasize that the structural motif of 
the carbon foam introduced here is also easily extended to 
other layered systems, such as boron nitride. It is also con- 
ceivable to construct a hybrid foam material consisting of 
alternating graphite and BN layers. A decoration or substitu- 
tion of the originally sp3 sites by elements such as Si, with a 
different preferential bonding arrangement, may also be used 
to modify the interlayer spacing. In any case, the high poros- 
ity and accessibility of the foam structures suggests their 
potential for the absorption and storage of hydrogen or alkali 
metals for fuel cell or battery applications. 
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Using density functional theory, we calculate the charge redistribution incurred upon forming multiwall 
carbon nanotubes, or by sandwiching initially isolated single-wall nanotubes between graphene layers. In these 
systems, we observe a significant charge transfer between the IT electron system of the tube walls and a newly 
formed interlayer state. We discuss the direction of charge flow in terms of the interlayer hybridization and 
work function differences in the composite systems. 
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Carbon nanotubes1 have attracted much attention from the 
viewpoints of science and technological applications because 
of their unique electronic and mechanical properties. Prior to 
experimental confirmation, it was predicted that a single-wall 
nanotube (SWNT) can be either semiconducting or metallic, 
depending on its helical pitch and diameter.2,3 Whereas the 
conductance behavior of SWNTs can be basically understood 
based on the electronic structure of a graphene monolayer, 
there is no such simple relationship to planar graphite for the 
band structure and density of states of narrow SWNTs. 
There, the large curvature of the walls causes a hybridization 
between the a* and IT* electron systems which are decou- 
pled in graphite. As a consequence, all SWNTs with a diam- 
eter below 7 Ä have been predicted to be metallic, indepen- 
dent on their helical pitch. 

Further modifications in the electronic structure are intro- 
duced due to interwall interaction in multiwall nanotubes 
(MWNTs). Interest in these systems is rising due to recent 
synthesis of double-wall nanotubes (DWNTs) by fusion of 
fullerenes encapsulated in SWNTs.5,6 Due to low density of 
states at the Fermi level and close proximity of van Hove 
singularities, even a minute charge redistribution in nano- 
tubes may significantly modify their conducting and super- 
conducting behavior.7,8 Drastic effects due to charge transfer 
are expected in nanotube-based electronic devices. In 
double-wall nanotubes, theoretical studies have addressed 
the effect of interwall interactions on the equilibrium 
geometry9 and electronic structure.10 So far, there have been 
no self-consistent calculations that would focus on the elec- 
trostatic potential and charge distribution in nanotubes with 
multiple walls. 

Here we show that the presence of an interwall interaction 
in DWNTs modifies the electronic states close to the Fermi 
level, thus revealing the atomic arrangement within both 
walls to scanning tunneling microscopy (STM)11 and reso- 
nant Raman spectroscopy. Our self-consistent calculations 
also indicate that, depending on the diameter of the indi- 
vidual tubes, there is a charge transfer that shifts the energy 
bands by up to 0.3 eV, a significant value in device physics. 
We find the charge transfer to occur not only from one tube 
to another, but also to a newly formed interwall state. This 

state, reminiscent of the interlayer state found in graphite,13 

may affect the conductivity of DWNTs.14 

Due to the local curvature and rehybridization between 
the o-* and IT* states, we suspect the work function of nano- 
tubes to be higher than that of graphite. This appears to be 
confirmed by the direction of charge flow in a system con- 
sisting of nanotubes sandwiched between graphene sheets. 
Unfortunately, the potential in DWNT systems, consisting of 
pairs of (n,n) "armchair" nanotubes, is different from that 
of the isolated SWNT components. The direction of charge 
flow may then not be correlated with SWNT work function 
differences. The importance of the self-consistent potential is 
emphasized by the lack of correlation between the work 
function and tube diameter, when judged by charge transfer 
only. 

In this work, we have performed first-principles calcula- 
tions using density functional theory within the local density 
approximation (LDA). For the LDA exchange-correlation 
potential, we used the Perdew-Zunger functional15 fitted 
to the Ceperley-Alder results.16 Soft nonlocal pseudo- 
potentials17 in the separable form18 were used to express in- 
teractions between valence electrons and ions. A plane wave 
basis set with a kinetic cutoff energy of 40 Ry was used to 
expand the Bloch valence wave functions. In the three- 
dimensional periodic lattice used in our calculation, we used 
hexagonal unit cells with the c axis parallel to the tube axis. 
The unit cell size was chosen to keep the distance between 
the walls of adjacent tubes at 7 Ä, to prevent wave function 
overlap between neighboring cells. To perform the momen- 
tum space integration for DWNTs, we sampled the first 
quasi-ID Brillouin zone by 18* points. In the following, 
we focus mainly on the (5,5)@(10,10) double-wall nano- 
tube, consisting of a (5,5) inside the (10,10) nanotube. 
We also find this system convenient for the sake of simple 
comparison with previous calculations.9,10 We also investi- 
gated charge redistribution profiles in other systems, 
namely (4,4)@(9,9), (4,4)@(10,10), (4,4)@ (11,11), 
(5,5)@(11,11), (6,6)@(11,11), and(6,6)@(12,12) double- 
wall nanotubes. 

When computing the electronic structure of 
(5,5) @( 10,10) nanotubes, we considered two different ge- 
ometries, one of them symmetric and the other one asymmet- 
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FIG. I. One-dimensional electronic band structure of the 
(5,5) @( 10,10) double-wall nanotube in the symmetric (left) and 
asymmetric (middle) configuration. The position of EF=0 eV is 
shown by the dashed line. The energy position of pseudogap states 
a and ß, lying 0.03 eV above and below Ep of the asymmetric 
(5,5) @( 10,10) nanotube, is indicated by arrows in the middle 
panel. The two rightmost panels are contour maps of the charge 
density associated with these states. The contour plots are shown in 
a plane containing the atoms, normal to the tube axis. The minimum 
contour values shown are set to be common. 

ric. In both cases the tubes are coaxial. In the symmetric 
geometry the two nanotubes maintain the common fivefold 
symmetry. In the asymmetric geometry, which was also con- 
sidered in Ref. 10, the fivefold symmetry is broken by first 
rotating the (5,5) nanotube by 3° from the symmetric orien- 
tation and then shifting it axially by half a lattice constant 
Figure 1 shows the computed band structures of the symmet- 
ric and asymmetric (5,5) @( 10,10) nanotubes, which re- 
semble those obtained by the tight-binding (TB) method.'0 In 
the symmetric (5,5) @( 10,10) system, four bands cross near 
the Fermi level. In the asymmetric case, band crossing is not 
allowed, causing the formation of four pseudogaps in the 
density of states. Since TB and LDA give similar band struc- 
tures, the subtle differences in the charge distribution and 
character of wave functions close to EF have been missed for 
a long time. While the inter-layer hybridization opens up 
pseudogaps in the electronic structure, it also modifies the 
character of the corresponding wavefunction near EF, as 
shown in the rightmost panels of Fig. 1, and hence is likely 
to affect the conductivity of multiwall nanotubes.14 

The eigenstate characteristics near EF of the asymmetric 
(5,5) @ (10,10) nanotubes are displayed in the rightmost 
panels of Fig. 1 as contour maps of the corresponding charge 
densities. The state labeled a is located 0.03 eV above EF, 
whereas the ß state lies 0.03 eV below EF. These eigenstates 
are close to the pseudogap region and are predominatly 
formed by the IT Orbitals of the inner (5,5) nanotube. Mean- 
while, taüs of these wave functions extend out to the region 
occupied by the outer (10,10) nanotube, where they reflect 
the atomic arrangement of the inner tube. We therefore ex- 
pect that STM and STS spectra for very small bias voltages, 
which sample a very narrow energy region around EF, can 
provide information about the atomic structure and relative 
orientation in multiwall nanotubes.11 This rather subtle ef- 

FIG. 2. Contour maps of the accumulated (a) and depleted (b) 
charge densities within the asymmetric (5,5)@(10,10) nanotube. 
The contour plots are shown in a plane containing the atoms, nor- 
mal to the tube axis. The minimum contour values shown are set to 
be common. 

feet, confined mainly to the pseudogap region very close to 
EF, has been apparently overlooked in previous simulations 
of STM images of multiwalled nanotubes that were per- 
formed for larger bias voltages.19,20 

Next we discuss the self-consistent charge redistribution 
in the (5,5) @( 10,10) DWNT. Figure 2(a) displays the accu- 
mulated and 2(b) the depleted charge in the asymmetric 
(5,5) @ (10,10) nanotube with respect to the superposition of 
isolated (5,5) and (10,10) nanotubes. We find it intriguing 
that the charge transfer does not mainly occur from one tube 
to another, but rather from the outer (10,10) tube to the 
intertube region. We find this behavior not to depend on the 
tube orientation, and to occur for the symmetric 
(5,5)@(10,10) arrangement as well. We found the amount 
of charge transfer of 0.09 electrons per period, corresponding 
to sixty carbon atoms within a 2.46 Ä long axial tube seg- 
ment, to be considerable. The (10,10) nanotube therefore can 
be viewed as being hole doped by the inner (5,5) nanotube. 
A very similar charge transfer is also seen in a hypothetical 
situation, in which arrays of (10,10) nanotubes are sand- 
wiched in-between graphene sheets, as shown in Fig. 3(a). 

FIG. 3. (a) Perspective view of the atomic arrangement for ar- 
rays of (10,10) nanotubes sandwiched between graphene layers. 
The interwall distance is 3.47 Ä between the tubes and 3.34 A 
between the tubes and graphene layers. Contour maps of the accu- 
mulated (b) and depleted (c) charge densities of the system. The 
position of the graphene layers is indicated by arrows. The contour 
plots are shown in a plane containing the atoms, normal to the tube 
axes. The minimum contour values shown are set to be common. 
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ELECTRONIC INTERWALL INTERACTIONS AND... 

The character of the state which accommodates the extra 
charge is very similar to the interlayer state found in 
graphite.13 The charge redistribution within this system, 
shown in Figs. 3(b) and 3(c), is determined by subtracting 
superposed charge densities of neutral, isolated (10,10) 
nanotubes and graphene monolayers from the total charge 
density of the bulk system. As shown in Figs. 3(b) and 3(c), 
the depleted charge stems from the IT electron system of the 
graphene layers. This result is consistent with the intuitive 
interpretation that the work function of nanotubes is higher 
than that of graphite, as confirmed by recent photoemission 
data.21 Recently, a similar charge redistribution profile has 
also been discovered in "peapods," consisting of fullerene 
chains encapsulated in nanotubes. 

Similar charge accumulations in the interwall region were 
also found in (4,4)@(9,9),(4,4)@(10,10),(4,4)@(11,11), 
and (6,6)@(11,11) double-wall nanotubes. Among these, 
the (6,6) @ (11,11) DWNT shows a Tr-electrons depletion of 
the outer (11,11) nanotube, same as the (5,5)@(10,10) 
nanotube. On the other hand, in other (4,4) @(n,n) pairs, 
with n ranging from 9 to 11, the charge depletion occurs in 
the inner (4,4) nanotube. As for the (5,5)@(11,11) and 
(6,6) @( 12,12) nanotubes, the direction of the charge trans- 
fer is unclear. Thus we conclude that the direction of charge 
flow does not simply follow an ordering scheme based on 
tube diameters, not even for the same helical pitch. 

In general, the direction of charge transfer between two 
weakly interacting systems is determined by the difference of 
their work functions. An intriguing question is, whether the 
intertube interaction in multiwall tubes can be considered 
weak enough to allow the extrapolation of work functions for 
isolated single-wall tubes. 

For solid surfaces, the asymptotic form of the self- 
consistent potential in the direction normal to the surface was 
used to determine the work function in a periodic array of 
slabs.23 As we show in Fig. 4, the self-consistent potential 
V^ of the dilute periodic lattice of (5,5) @ (10,10) nanotubes 
does not converge sufficiently fast the intertube region to 
allow a similar work function extrapolation. This slow con- 
vergence is chiefly due to the asymptotic behavior of the 
Hartree and local-ionic potentials which diverge logarithmi- 
cally with increasing distance from charged cylindrical 
objects.24 Due to the even smaller interwall than intertube 
distance in DWNTs, the changes in the crystal potential due 
to the presence of the other tube and the interwall interaction 
are likely to significantly modify the potential of the indi- 
vidual tubes, making extrapolations of their work function in 
this geometry even more difficult. We believe that the calcu- 
lation of accurate work function values for nanotubes of a 
given diameter and helical pitch is nontrivial, since it re- 
quires considering a very large vacuum region away from the 
tube. We should also note that, in reality, a finite length of 
nanotubes must affect their work function. 

Since the charge flow in a multiwall system is not simply 
correlated with the work function difference of the individual 
tubes, we seek in the following to explain its origin in terms 
of the interwall hybridization. These considerations have to 
take into account not only the curvature-induced changes in 
the ir electron system of the tubes, but also their interaction 
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FIG. 4. Profiles of the self-consistent potentials along a line 
connecting the nearest-neighbor (5,5)@(10,10) double-wall nano- 
tubes in the periodic lattice. V,* stands for the total, VH for the 
Hartree, Vion for the ionic, and Vxc for the exchange-correlation 
potential in the lower panel. The contribution of the nonlocal part of 
the pseudopotentials is not shown. The corresponding atomic posi- 
tions within the symmetric (5,5) @( 10,10) nanotube and the line 
used to display the potential profiles is given in the upper panel. 

with the newly formed interwall state. Our calculations indi- 
cate that in planar hexagonal graphite, there is no charge 
flow into the interlayer region. We conclude that the in- 
volvement of the interwall state in the charge redistribution 
is closely related to the curvature of the tube walls. 

As shown in previous calculations,4 the tube wall curva- 
ture causes a O-*-TT* hybridization which is suppressed by 
symmetry in planar graphite monolayers. We expect that the 
modified o-(*) and ir(*) system of electrons will interact 
with the interlayer state. The degree of rehybridization 
within the MWNT system, as compared to graphite, depends 
not only on the curvature of the individual tubes, but even 
more importantly on the interwall distance and the atomic 
registry between adjacent walls. Judging from very similar 
charge redistributions found for the symmetric and asymmet- 
ric (5,5) @ (10,10) DWNTs, the chirality and diameter of the 
individual tubes matter more than relative tube orientations. 
It is difficult to pinpoint the dominant eigenstates responsible 
for the charge transfer into the interwall region, since the 
charge redistribution has contributions from many eigen- 
states, some of them far below EF. Also, there appears to be 
a significant hybridization between these deep states and the 
interlayer state.22 

The possibility of hole doping of composite systems con- 
taining nanotubes and fullerenes without halogen or other 
impurity atoms, as predicted for the (10,10) nanotube within 
the (5,5) @( 10,10) double-wall system, opens new possibili- 
ties for engineered electronic devices. Recently, hole doping 
was shown to significantly increase the superconducting 
transition temperature Tc of supported fullerene layers.26 We 
expect that hole doping will modify the conductivity of 
nanotubes, and may even lead to higher Tc values for 
nanotube-based superconductors. 

Finally, we briefly address the exfoliation energy in 
MWNTs. Due to the curvature-induced reactivity increase, 

041402-3 



KAI'lU COMMLMLA 

YOSHIYUKI MIYAMOTO, SUSUMU SAITO, AND DAVID TOMANEK PHYSICAL REVIEW B 65 041402(R) 

we expect that the energy to separate nested nanotubes 
should exceed the exfoliation energy of graphite (0.054 eW 
atom experimental,27 0.025 eV/atom theoretical.28) Out- 
value of 0.07 eV per unit cell containing sixty atoms in total 
lies significantly lower. We suspect that the present it point 
sampling, even though finer than in previous work,9 is still 
not sufficient enough to probe the density of states in the 
vicinity of the Fermi level in (5,5) @( 10,10) nanotubes with 
sufficient accuracy. We believe that a precise determination 
of the exfoliation energy of nanotubes will involve a very 
dense k point mesh probing the eigenstates near Ep. 

In summary, we calculated the self-consistent charge den- 
sity and potential profiles for double-wall nanotubes, consid- 
ering constituent tubes of various chiralities, and for single- 
wall nanotubes sandwiched between graphene layers. We 
found that the atomic structure of the inner tube modifies the 
charge density associated with states near EF even outside 
the outer tube, so that it can be probed by STM. A significant 

amount of charge, originating mainly from the it electron 
system of the tubes and graphite layers, is transferred mainly 
into a new interwall state, related to the interlayer state of 
graphite. The associated hole doping, occurring in individual 
tubes, will affect their conducting and possibly supercon- 
ducting behavior. Our results indicate that the work function 
of nanotubes is larger than that of graphite, and that work 
function differences between single-wall tubes cannot be de- 
duced easily from the charge transfer in double-wall systems. 

All calculations were performed on the SX4 supercom- 
puter system at the NEC Tsukuba Laboratories. This work 
was performed under the management of Frontier Carbon 
Technology supported by NEDO. This work was also sup- 
ported by Grant-in-Aid for Scientific Research, Priority Area 
(#402) by Ministry of Education of Japan, JSPS 
RFTF96P00203 and Nissan Science Foundation (S.S.); ONR 
and DARPA under Grant No. N00014-99-1-0252 (D.T.). 
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Using ab initio and parametrized techniques, we determine the equilibrium structure of an ordered 
"bundle" of (10,10) carbon nanotubes. Due to the small inter-tube interaction and lattice frustration, 
we predict a very soft libration mode to occur at i/«12 cm-1. This mode is predicted to disappear 
above the orientational melting temperature which marks the onset of free tube rotations about 
their axis. We discuss the effect of the weak inter-tube coupling and orientational disorder on the 
electronic structure near the Fermi level. 

PACS numbers: 61.48.+C, 61.50.Ah, 73.61.Wp 

I. INTRODUCTION 

Among carbon based materialsrfullerenes (such as the 
C6o "buckyball" [1]) and nanotubes [2] have received 
much attention recently due to their high structural sta- 
bility and interesting electronic properties. Structurally 
rigid [3] and highly conducting [4] "ropes" of carbon nan- 
otubes are the molecular counterparts of carbon fibers 
[5]. 

Perfectly spherical C6o molecules are known to spm 
freely at room temperature [6] when crystallized to a 
solid [7]. One may wonderlWhether the cylindrical single- 
wall (10110) carbon nanotubes [5]rthe abundant species 
[4BD] among single-wall tubesr could also rotate rel- 
atively freely when forming well-ordered bundlesrthe 
"ropes" [4]. 13C nuclear magnetic resonance experiments 
on solid Ceo [6] have shown that it is only below T«260 K 
that the free C6o rotation is hindered by the asphericity of 
the inter-molecular potentialTdue to the discrete atomic 
positions. In bundles of nanotubesIVe expect the barrier 
for rotation to be even lower due to the frustration intro- 
duced by triangular packing of tubes that have a Dio/i 
symmetry and due to orientational dislocations caused 
by local twists along the tube axis. Due to their large 
moment of inertiaTnanotubes are not expected to spin 
as fast as the Ceo molecules. NeverthelessHt is useful to 
study the soft librational motion of nanotubes and their 
transition to relatively free tube rotationsrmarking the 
onset of orientational disorder in nanotube "ropes". 

Electronic states involved in the superconducting be- 
havior of the alkali-doped Ceo solid derive from this 
molecule's degenerate lowest unoccupied tiv molecular 
orbital [10] that extends to an «0.5 eV wide band due 
to the inter-Ceo interactions? which in turn depend on 
the molecular orientation [10111]. Similarlyrinteractions 
between carbon nanotubes in "ropes" rwhich depend on 
the mutual orientation of adjacent tubesrare expected to 
affect states at the Fermi level to an important degree. 
This point is especially intriguingr since recent calcula- 
tions suggested that small deformations may open up a 
gap at EF in isolated conducting nanotubes [12]. Hencer 
we expect our results to be of consequence for the con- 
ducting behavior of these systems [13]. 

In the followingrwe present theoretical evidencersup- 
ported by recent experimental dataT about an orienta- 
tional melting transition in "ropes" consisting of (10110) 
nanotubes. We find that even at relatively low temper- 
aturesrthe hindrance of tube rotations due to discrete 
atomic positions in the tube walls should lose its sig- 
nificance. This should mark the onset of relatively free 
rotation or twisting motion about the tube axes. We 
find that bundling up of nanotubes to "ropes" is accom- 
panied by an «7% increase in the density of states near 
the Fermi level N{EF)Tahaost independent of tube ori- 
entation. The inter-tube interaction gives rise to an ad- 
ditional band broadening by «0.2 eVTwhich would sig- 
nificantly diminish the effect of minute tube distortions 



on states near -Ep-rpredicted for individual tubes [12]. 

II. THEORY 

To investigate the possibility of rotations in a bundle of 
nanotubes and their effect on the electronic structure of 
the systemTwe first optimize the geometry of an ordered 
nanotube latticeHhe "rope" Rising the density functional 
formalism within the local density approximation (LDA). 
Our plane-wave code [14] uses an energy cutoff of 50 Ry- 
dbergsrdescribes carbon atoms using soft nonlocal pseu- 
dopotentials [15] within a separable approximation [16]r 
and uses the Ceperley-Alder exchange-correlation poten- 
tial [17] as parametrized by Perdew and Zunger [18]. This 
basis had been successfully used to optimize the lattice 
constant of the Ceo solid [19] and related systems [20]. 
Due to the large size of the basis setRhat contains nearly 
200B00 plane waveslTwe restrict our sampling of the irre- 
ducible part of the Brillouin zone to 4 fc-points when de- 
termining the optimum inter-tube spacing and the equi- 
librium tube geometry. 

III. RESULTS AND DISCUSSION 

The interatomic distances in the tubesr optimized 
within the LDATare dec = 1.397 A for bonds perpen- 
dicular to the tube axis ("double" bonds) and dec = 
1.420 A for the other ("single") bonds. The weak inter- 
tube interaction in the "rope'Tkhown in Fig. l(a)rcauses 
only very small radial deformation ("buckling") of the 
tubes with an amplitude of A.RssO.03 A. As shown in 
Fig. l(a)rthe calculated equilibrium inter-tube separa- 
tion oe,th = 16.50 A lies only 2.8% below the observed 
value ae,expt = 16.95±0.34 A [4]. We also observe a sig- 
nificant decrease of radial tube deformations ("buckling") 
from AiZ»0.03 A to «0.004 A as the inter-tube spacing 
in the "rope" increases by a mere 2.8% from the theoreti- 
cal equilibrium value oe,tft = 16.50 A. Suppression of this 
radial deformationT which is likely linked to the ability 
of individual tubes to spin freelyrshould effectively cause 
an increase of the equilibrium inter-tube spacing ae at 
the orientational melting temperature. Hencerthe 2.8% 
difference between the observed and calculated value of 
ae may be partly due to the factrthat the value observed 
at room temperature [4] aetexpt was compared to the cal- 
culated zero-temperature value ae<th- 

Even though the agreement between the calculated 
and observed inter-tube spacing is very good for a partly 
Van der Waals system by standards of ab initio calcula- 
tionsrwe try to understand the minor deviations by cal- 
culating the optimized geometry of hexagonal graphite in 
Figs. 1(b) and (c) using the very same basis. Our results 
for the energy dependence on the inter-layer separation cT 
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FIG. 1. Density functional results for the relative total en- 
ergy AE of (a) a "rope" of (10,10) carbon nanotubes as a 
function of the inter-tube spacing a, (b) hexagonal graphite as 
a function of interlayer spacing c, and (c) hexagonal graphite 
as a function of the bond length dec- (d) Schematic end-on 
view of the "rope" structure, depicting the tube orientation 
angle <p. (e) Dependence of the "rope" energy AE on the 
orientation angle <p of individual nanotubes. All energies are 
given per atom. 

presented in Fig. l(b)rshow that also this value is under- 
estimated by 2.4% when compared to the experimental 
value. Similar to the tubesrthe interatomic distance in 
graphite is underestimated by only 0.8% with respect to 
the experimental value. 

We found the k-point sampling used in the LDA calcu- 
lation sufficient to describe the details of intra-tube and 
general features of inter-tube interactions. This inter- 
action depends not only on the inter-tube separation or 
but also the tube orientation angle yrfTdefined in Fig. 1(d). 
The relatively coarse fc-point gridTused in the LDA studyT 
was found not to be adequate to describe the minute 
effect of tube rotations on the inter-tube hybridization 
and the density of states near EF- Thereforerwe per- 
formed a parametrized calculation of these quantities us- 
ing 1021300 fc-points in the irreducible Brillouin zone for 
the "rope" lattice and 800 fc-points for the tube. Our 
tight-binding parametrizationrwhich has been used pre- 
viously to describe superconductivity in bulk Ceo [IOJRS 
based on LDA electronic structure results [21] and hence 
should describe correctly the covalent part of the inter- 
action. 

These resultsrin good agreement with the LDA data 
presented in Fig. l(a)r indicate that nanotubes gain 
AEb&9 meV per atom when bunching up to a "rope". 
The calculated dependence of the binding energy AE on 
the tube orientation <p is comparably weakTas shown in 
Fig. 1(e). Due to the high degree of frustration in a 
system of tubes with Dioz, symmetry that are bundled 
to a triangular latticerwe find AE(ip) to be periodic 
in tpT with a period A(p = 6° and an activation bar- 
rier for rotation of AE<0.15 meV per atom [22]Rn good 
agreement with our LDA results for the equilibrium tube 



orientation and the rotational barrier of A2?«0.3 meV 
per atom. At the relatively large equilibrium separation 
d„,«3.4 Ä between the walls of neighboring nanotubesr 
the repulsive part of the interaction depends only weakly 
(A£<0.07 meV) on the tube orientation angle <p. We 
conclude that AE(<p) is dominated by the small changes 
in hybridization between neighboring nanotubes. 

At very low temperaturesIWe expect nanotubes to per- 
form mostly librational motion in the shallow potential 
wells. We should think of tube librations or rotations 
within the "rope" as of a twisting motion of tube seg- 
ments rather than a spinning motion of rigid tubes. Ap- 
proximating the periodicrbut strongly anharmonic po- 
tential AE(<p) by the sinusoid shown in Fig. l(e)rwe 
estimate the libration frequency to lie at i/«12 cm-1. 
This soft mode lies close to the observed (but not identi- 
fied) infrared modes of the "rope" at UK15,22,4D car1 

[23]. The librational mode should be infrared silent if 
the E-field were parallel to a perfect bundle of (10Ü0) 
nanotubes. This isrhoweverFnot the case in real samples 
where all nanotube orientations coexistr exposing most 
of the tubes to a nonzero E-field component normal to 
their axis. AlsoIHhe majority of rope samples have re- 
cently been reported to contain a large fraction of chiral 
(n, m) nanotubesrwith a diameter close to that of the 
achiral (10,10) tubes [24E5]. While the potential energy 
surface and hence the libration frequency should be very 
similarrthe infrared coupling to the low-frequency modes 
could be significantly enhanced in this case. 

An infinitely rigid and straight nanotuberwhen part 
of an ordered "rope'Thas only two degrees of freedomr 
namely for axial and angular motion. Even though the 
activation barrier per atom for any of these motions may 
be smalirthe relevant quantity in this case is the infinitely 
high barrier for the entire rigid tube that would lock it 
in place. In the other extreme of a straightrzero-rigidity 
tube composed of independent atomsro.15 meV/atom 
activation barrier for rotation would give rise to an ori- 
entational melting transition at TOM^Z K. 

A more realistic estimate of the onset of orientational 
disorder must consider that nanotube "ropes" IVhen syn- 
thesizedTare far from being straight over long distances 
[4]. As suggested by the potential energy surface for this 
mode in Fig. l(e)ra local twist by tp > 3° results in the 
nanotube switching locally from one equilibrium orienta- 
tion to another. FormallyTby mapping the orientational 
coordinate tp onto the position coordinate xrthis pro- 
cess can be described using the Frenkel-Kontorova model 
used to describe dislocations in strained one-dimensional 
lattices. Under synthesis conditions at tempeartures ex- 
ceeding 1,000 KlVe expect substantial finite twists to oc- 
cur in free nanotubesrwhich are associated with strictly 
zero energy cost over an infinte length. Upon condensa- 
tion to a bundlenn an attempt to optimize the inter-wall 
interaction while minimizing the torsion energyT orien- 
tational dislocations are frozen in at an energy cost of 

only «0.17 meV per atom in a «150 Ä long strained 
region [26]ras compared to an optimized straight bun- 
dle of nanotubes. Taking a straightrzero-rigidity tube 
as a referencerwe expect TOM to increase from the 2 K 
value with increasing rigidity. Presence of orientational 
dislocationsron the other handrshould lower the activa- 
tion barrier for tube rotationsrthus lowering TOM and 
possibly compensating the effect of nonzero rigidity. 

There are two indications that onset of orientational 
disorder may occur below room temperature. Firstrthe 
infrared modes of the "rope" at i/«15,22,40 cm-^some 
of which may be librationsrhave been reported to dis- 
appear at T«30 - 180 K [23]. The second indication is 
the transition from nonmetaÜic to metallic character of 
the nanotubesroccurring near 50 K [13]rwhich in our in- 
terpretation arises from subtle changes of the electronic 
density of states near EF in presence of increasing ori- 
entational disorderrto be discussed below. This is more 
closely related to the recently proposed mechanism for 
the temperature dependence of resistivity due to inter- 
tube hopping near defects [27] than temperature-induced 
changes in the weak localization of electrons on individ- 
ual tubes [28]. 

Our results for the electronic structure of an isolated 
tube and that of the "rope" are presented in Fig. 2. The 
irreducible Brillouin zone of the triangular tube latticer 
shown in Fig. 2(a)rcollapses to the Y-A line as the inter- 
tube separations increase in a system of separating tubes. 
In this caserthe Fermi momentum occurs at the point 
A jr. On the other handrwhen nanotubes are bundled 
in the "rope" latticer the Fermi point Aj? expands to 
a Fermi surface in the hexagonal Brillouin zone that is 
normal to the V - A fine. This Fermi surface shows a 
small corrugationTinduced by the inter-tube interaction. 

Inter-tube interactions in the "rope" cause substan- 
tial changes in the electronic states that are also re- 
flected in the density of states. Our resultsTpresented in 
Figs. 2(b) and (c)rindicate that upon bunching of tubes 
to a "rope'Tthe density of states near the Fermi level in- 
creases by «7% from 1.4xl0-2 states/eV/atom in tubes 
to 1.5xlO-2 states/eV/atom in "ropes". We find N(E) 
near EF to be nearly independent of the tube orienta- 
tion angle <pT suggesting that states close to the Fermi 
level do not couple significantly to tube librations in this 
marginally metallic system [4113]. This is similar to the 
situation in the doped C60 solid [29]r where librations 
also do not play an important role in the superconduct- 
ing behavior induced by electron-phonon coupling. 

An intriguing effectr linked to orientational order 
within the "rope" Bs the appearance of a pseudo-gap near 
EF in the density of statesras seen in Fig. 2(c). Occur- 
rence of this pseudo-gap in "ropes" of (lOIlO) nanotubes 
has independently been confirmed in Ref. [30]. This fea- 
ture results from breaking the DWh tube symmetry by 
the triangular latticer and should be less significant in 
the highly symmetric ordered lattice of (6E5) nanotubes 
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FIG. 2. (a) Irreducible part of the hexagonal Brillouin zone 
of a nanotube crystal, the "rope". Density of states of (b) an 
isolated nanotube and (c) a nanotube crystal, the "rope". 
Dashed lines indicate the position of the Fermi level EF- 

[31]. We expect that in presence of orientational disor- 
deiTfcaused in particular by the twisting motion of (10D.0) 
nanotubes in the "rope" at T > Tcwrthe Brillouin zone 
should collapse to a point. The resulting reduction of the 
pseudo-gap should mark the onset of metallic behavior of 
the "ropes" Tas discussed above. 

IV. CONCLUSIONS 

We used ab initio and parametrized techniques to 
determine the orientational ordering in a "bundle" of 
(lOn.0) carbon nanotubes and its effect on the electronic 
properties. The weak inter-tube interaction and lattice 
frustration results in a very soft libration mode that oc- 
curs at i/«12 cm-1. Due to the small activation bar- 
rier for rotationTwe predict this mode to disappear at 
very low temperatureslhiarking the onset of orientational 
melting of tubes in the "rope". We suggest that the ori- 
entational melting transition in the tube lattice should 
be accompanied by a significantrpossibly discontinuous 
increase of the equilibrium inter-tube spacing ae. The 
inter-tube coupling introduces an additional band dis- 
persion of <0.2 eV and opens up a pseudo-gap of the 
same magnitude at EF- The pseudo-gap is expected to 
be significantly reduced in a lattice showing strong orien- 
tational disorderrmarking the onset of metallic behavior. 
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INTRODUCTION 

Carbon nanotubes1'2 are narrow seamless graphitic cylinders, which show an unusual 
combination of a nanometer-size diameter and millimeter-size length. This topology, 
combined with the absence of defects on a macroscopic scale, gives rise to uncommon 
electronic properties of individual single-wall nanotubes3'4, which dependingon their 
diameter and chirality, can be either metallic, semiconducting or insulating5 7. 

In this paper we focus attention only on metallic nanotubes and in particular 
on the so-called "armchair" nanotubes. An armchair nanotube is a graphite tube in 
which the hexagon rows are parallel to the tube axis. If n is the number of carbon 
dimers along the nanotube circumference the tube will be labeled as {n,n) nanotube. 
One of the most important properties of the armchair nanotubes is that they behave 
like a mono-dimensional metal and this is directly connected with their structure. The 
electronic wave-length in fact is quantized around the circumference of the tube because 
of the periodic boundary conditions. This gives rise to mini-bands along the tube axis 
and the tube is metallic or insulating whether or not one or more mini-bands cross the 
Fermi energy. In the case of armchair nanotubes two mini-bands along the tube axis 
cross the Fermi energy8, therefore, according to scattering theory9, the conductance 
is expected to be 2GQ, where G0 = 2e2/^(12.9 kfi)"1 is the quantum conductance. 
Direct evidence of the de-localization of the wave function along the tube axis has 
been already shown10-11, while a direct measurement of the conductance quantization 
for single-wall nanotubes is still missed (for an introduction to electronic transport in 
carbon nanotubes see reference 12). 

The situation for multi-wall nanotubes is rather different. A multi-wall nanotube 
consists of several single-wall nanotubes inside one another, forming a structure remi- 
niscent of a "Russian doll". A section of a double-wall (5,5)@(10,10) armchair nanotube 

is presented in figure 1. 
Recent measurements13 of the conductance in multi-wall nanotubes have raised a 

significant controversy due to the observation of unexpected conductance values and of 
ballistic transport at temperatures far above room temperature. In these experiments 



Figure 1: Section of a (5,5)0(10,10) "armchair" nanotube. 

several multi-wall nanotubes are glued to a gold tip, which acts as the first electrode, 
with a colloidal silver paint. The second electrode is made by a copper bowl containing 
mercury, which provides a gentle contact with the nanotube. The tip is lowered into 
the mercury and the two-probe conductance is measured as a function of the immersion 
depth of the tubes into the mercury. The main feature of the experiments is that at 
room temperature the conductance shows a step-like dependence on the immersion 
depth, with a value of 0.5 G0 for low immersion and 1 G0 when the tip is further 
lowered. The value of 0.5 G0 usually persists for small immersion depths (< 40nm) 
and is completely absent in some samples, while the value 1G0 is found for very long 
immersion depths, up to 0.5/xm. Nevertheless some anomalies have been found with 
conductances of 0.5 Go lasting for more than 500nm13. 

While the ballistic behavior up to high temperature can be explained by the almost 
complete absence of backward scattering14, the presence of such conductance values 
is still not completely understood. In the absence of inter-tube interactions, if one 
assumes that m of the nanotubes forming the multi-wall nanotube are metallic and 
in contact with both the electrodes, then a conductance of 2mG0 is expected for the 
multi-wall nanotube. This means that even in the extreme case in which only one 
tube is metallic and in contact with the electrodes a conductance of 2GQ must be 
measured. Therefore the values 0.5 Go and 1G0 are largely unexpected. One possible 
explanation, provided by the authors of the experiments, is that only the outermost 
tube is responsible for the transport and that the anomalous conductance is the result 
of scattering to impurities. Nevertheless both these hypothesis may be challenged. 
The first is based on the assumption that, since mercury does not wet the innermost 
tubes, it does not provide an efficient electrical contact with the innermost part of the 
multi-wall nanotube. This may not be the case because the interaction between the 
different walls may be large and the motion of electrons across the structure efficient. 
As far as the second hypothesis concerns, it has been shown recently15 that disorder 
averages over the tube's circumference, leading to an electron mean free path that 
increases with the nanotube diameter. Therefore single impurities affect transport only 



weakly, particularly in the nanotube forming the outermost shell, which has the largest 
diameter. 

In this paper we address these puzzling measurements and show that the structural 
properties of multi-wall nanotubes can explain their peculiar transport. The electronic 
band structure of multi-wall carbon nanotubes16-18, as well as single-wall ropes19-20 is 
now well documented. More recently, it has been shown that pseudo-gaps form near 
the Fermi level in multi-wall nanotubes18 due to inter-wall coupling, similar to the 
pseudo-gap formation in single-wall nanotube ropes19,20. Here we demonstrate that 
the unexpected transport properties of multi-wall nanotubes arise from the inter-wall 
interaction. This interaction may not only block some of the quantum conductance 
channels, but also redistribute the current non-uniformly over the individual tubes. 
When only the outermost tube is in contact with one of the voltage/current electrodes, 
then this forms a preferred current path and, because of inter-tube interaction, the 
conductance of the whole system will typically be smaller than 2G0- 

The paper is organized as follows. In the next section we will briefly describe 
a general scattering technique to compute the transport properties of finite systems 
attached to semi-infinite contacts, both described by a tight-binding Hamiltonian. In 
the following section we will discuss the transport in infinite multi-wall nanotubes and 
understand which are the effects of the inter-tube interaction both on the dispersion and 
on the wave-function of the tube. Then we present the results for transport properties 
of inhomogeneous multi-wall nanotubes, giving an explanation of the experiments of 
reference 13. In this part we will consider different scenarios about the structure of the 
electrical contacts. At the end we will make some final remarks. 

GENERAL SCATTERING TECHNIQUE 

To determine transport properties of finite multi-wall nanotubes, we combine for the 
first time, a tight-binding parameterization determined by ab-initio calculations for 
simpler structures21, with a scattering technique developed recently for magnetic multi- 
layers22-23. The use of a tight-binding model is justified by the necessity to deal with 
a system comprising a large number of degrees of freedom. This parameterization 
has been used to describe detailed electronic structure and total energy differences of 
systems with unit cells which are too large to handle accurately by ab-initio techniques. 
The electronic structure and superconducting properties of the doped C6o solid , the 
opening of a pseudo-gap near the Fermi level in a rope consisting of (10,10) nanotubes20 

and in (5,5)@(10,10) double-wall nanotubes18 are some of the problems successfully 
tackled by this technique. The band structure energy functional is augmented by 
pairwise interactions describing both the closed-shell interatomic repulsion and the 
long-range attractive van der Waals interaction. This reproduces correctly the interlayer 
distance and the C33 modulus of graphite. Independent checks of this approach can be 
carried out by realizing that the translation and rotation of individual tubes are closely 
related to the shear motion of graphite. We expect that the energy barriers in tubes 
he close to the graphite value which, due to the smaller unit cell, is easily accessible to 
ab-initio calculations25. 

The scattering technique that we used have been recently employed in studies of 
giant magnetoresistance22'23 and ferromagnetic/superconductor structures26. It yields 
the quantum-mechanical scattering matrix S for a phase-coherent system attached 
to external reservoirs. The role of the reservoirs is to inject and collect incoherent 
electrons into the scattering region. The energy-dependent conductance G{E) in the 



zero-temperature limit is computed by evaluating the Landauer-Biittiker formula27 

G(E) = ^T(E) , (1) 

where T(E) is the total transmission coefficient evaluated at the energy E (Ep in the 
case of zero-bias). The formula of equation (1) provides an exact relation between the 
conductance of a system and its scattering properties. 

The transmission coefficient is evaluated using a scattering technique that com- 
bines a real space Green function calculation for the incoherent leads and a Gaussian 
elimination (ie "decimation") algorithm for the scattering region. A general scheme of 
the technique is presented in figure 2, where we indicate how a transport problem can 
be mapped onto a quantum mechanical scattering problem. 

(a) 

^i v. 

(b) 

g R o ^ *-    s. 

H 
eff 

Figure 2: Scheme of the scattering calculation. The system (a) consists in two reservoirs with chemical 
potentials Hi and /i2 separated by a scattering region. The problem is mapped by using the Landauer- 
Biittiker formalism onto a quantum mechanical scattering problem (b). The incoming scattering 
channels in the leads are calculated through the surface Green function g0. The effective coupling 
matrix Hes is computed by "decimating" the internal degrees of freedom of the scattering region. The 
total transmission T and reflection R coefficients are then calculated by solving exactly the Dyson's 
equation and by using a generalization of the Fisher-Lee relations. 

Suppose the total Hamiltonian H for the whole system (nanotubes plus external 
leads) can be written 

H — HL + i/L-NT + -#NT + -#NT-R + HR , (2) 

where HL and HR describe respectively the semi-infinite left-hand side and right-hand 
side lead, ÄL-NT and //NT-R are the coupling matrices between the leads and the 
nanotube and #NT is the Hamiltonian of the nanotube. In what follows we will consider 
the leads themselves to be carbon nanotubes, whose number of walls depends on the 
position of the electrical contacts. This is justified when the transport bottleneck is 



formed by the nanotubes and not to the metal-nanotube contacts. As far as we know 
detailed ab-initio analysis of metal/nanotube interaction is still not available. 

The surface Green function #s of the leads are calculated by numerically evaluating 
the general semi-analytic formula given in reference 22. One of the key-points of such 
a calculation is to compute the scattering channels in the leads. Suppose z to be the 
direction of the transport and the Hamiltonian of the leads to be an infinite matrix of 
trigonal form with respect to such a direction, with the matrices H0 and Hx respec- 
tively in the diagonal and off-diagonal positions. Therefore the dispersion relation for 
electrons in a Bloch state 

4>* = -Tl2eikZ^ (3) 

and moving along z with unit flux can be written as 

(H0 + Hxe
ik + H^e-ik - E)<f>k = 0 , (4) 

where vk is the group velocity corresponding to the state (3) and H-\ = Hx (H0 = H0). 
Note that the matrices H0 and Hx describe respectively the interaction within a unit 
cell and the interaction between adjacent cells. If a unit cell possesses M degrees of 
freedom, these matrices will be M x M matrices. Moreover </>* is a M dimensional 
column vector which describes the transverse degrees of freedom of the Bloch-function. 
The Green function in the leads is constructed by adding up states of the form of 
equation (3) with k both real and imaginary, which means that the dispersion relation 
(4) must be solved for real energies in the form k = k(E). This is the opposite to 
what is usually computed by ordinary band structure theory where one is interested 
in finding all the real energies E = E(k) for a chosen real fc-vector. Moreover in the 
calculation of k = k(E) instead of solving the equation 

det (H0 + Hie
ik + H-ie-

ik -E) = 0, (5) 

which involves the use of a root tracking algorithm in the complex plane, we map the 
problem onto an eigenvalue problem by defining the matrix H 

(6) 
_.     (-Hz\Ho-E)-H?H-A 

where X is the M x M identity matrix. The eigenvalues of H are the roots exk and the 
upper half of the eigenvectors of H are the corresponding eigenvectors <\>k. 

The second part of the calculation involves computing an effective coupling matrix 
between the surfaces of the scattering region. Note that the purpose of a scattering 
technique is to calculate the 3 matrix between electrons in the leads. Therefore one is 
not interested in information regarding the internal degrees of freedom of the scattering 
region, but only in the resulting coupling between the external interfaces. This can be 
achieved by reducing the matrix #L-NT + #NT + #NT-R to an effective coupling matrix 
#eff- Suppose the total number of degrees of freedom of the Hamiltonian i7L-NT + 
HNT + #NT_R is N, and the number of degrees of freedom of the lead surfaces M. One 
can eliminate the i = 1 degree of freedom (not belonging to the external surfaces) by 
reducing the N x N total Hamiltonian to an (N-l)x(N- 1) matrix with elements 

ffW = ff-+ HilHlj  . (7) Hv  ~Mv + E_Hll 
v > 

Repeating this procedure I times we obtain the "decimated" Hamiltonian at Z-th order 
(l-l)rr(l-l) 

zrW _ /7O-1) . nu     nii  (8) 



and finally after N - M times, the effective Hamiltonian 

HeB{E) ~ { Hh.W   HR(E) ) • (9) 

In the equation (9) the matrices Hl(E) and H^(E) describe the intra-surface couplings 
respectively in the left-hand side and right-hand side surfaces, and HlR(E) and HKh(E) 
describe the effective coupling between these surfaces. Prom the above equations it 
is clear that only matrix elements coupled to the eliminated degree of freedom are 
redefined. This exact recursive technique therefore turns out to be very efficient in the 
case of short-range interaction like the nearest neighbors tight-binding model considered 
here. Two important considerations must be made. Firstly we note that both the 
Green function calculation and the "decimation" require a fixed energy. Once this 
has been set the calculation is exact and does not use any approximation. Secondly 
the calculation of the Green function is completely decoupled by the calculation of 
the effective Hamiltonian for the scatterer. This can allow very efficient numerical 
optimizations, particularly in the study of disordered systems28. 

Once both the surface Green function of the leads g$ and the effective coupling 
Hamiltonian Heg(E) are computed then the total Green function Gs for the whole sys- 
tem (leads plus scattering region) are easily calculated by solving the Dyson's equation 

GS(E) = [(9KE))-1 - tfeff]-1 • (10) 

Finally the scattering matrix elements are extracted from Gs by using a generalization 
of the Fisher-Lee relations29. 

For the case of leads made by carbon nanotubes a final observation must be con- 
sidered. The unit cell along the axis of the nanotube comprises two atomic planes, 
and since the hopping matrix between sequential unit cells Hi is therefore singular, 
the dispersion relation cannot be calculated by using the equation (6). We avoid this 
complication by projecting out the non-coupled degrees of freedom between sequen- 
tial cells before calculating the scattering channels. This has been done by using the 
"decimation" technique described above. 

CONDUCTANCE IN MULTI-WALL NANOTUBES 

For an homogeneous system T(E) assumes integer values corresponding to the total 
number of open scattering channels at energy E. For individual (n, n) "armchair" 
tubes, this integer is further predicted to be even8, with a conductance of 2G0 near the 
Fermi level. As an example, our results for the conductance G(E) and the density of 
states of the (10,10) nanotube are shown in Fig. 3. 

The main feature of an "armchair" nanotube is its true mono-dimensional metallic 
behavior. Note that the density of state shows mono-dimensional van Hove singularities 
which are due to the presence of dispersion-less mini-bands. This is reflected in the 
energy-dependent conductance which shows a typical step-like behavior. Such steps 
appear whenever the energy crosses a new mini-band, and therefore correspond to the 
van Hove singularities in fig 3a. It is crucial to note that in an infinite system every 
scattering channel gives the same contribution G0 to the conductance independently 
from its dispersion and group velocity. The situation is rather different in an inhomoge- 
neous system, where the scattering of electrons from low dispersion to high dispersion 
bands of different materials, can give rise to strong backward scattering and therefore 
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Figure 3: Single-wall (10,10) nanotube. (a) Local density of states, (b) Conductance as a function of 
energy. The Fermi level lies at 3.65 eV. 

to a reduction of the conductance22'23-28. At the Fermi energy of an "armchair" nan- 
otube (in this case EF = 3.65 eV) only two scattering channels are present resulting 
in a conductance 2G0, which remains constant in an energy interval of approximately 

1.5eV. j .     .      , 
Consider now multi-wall nanotubes. As observed in the introduction, in the ab- 

sence of inter-tube interactions, different tubes behave as conductors in parallel and 
the conductances are simply additive. Therefore, since the position of the Fermi energy 
does not change with the tube diameters we expect a conductance 2mG0 for a multi-wall 
nanotubes comprising m walls. Note also that the width of the energy region around 
the Fermi energy where the conductance is 2G0, depends only weakly on the tube di- 
ameters. The situation changes drastically when inter-tube interaction is switched on. 
In figures 4 and 5 we present the density of states and the conductance respectively for 
a (10,10)@(15,15) and for a (5,5)@(10,10)@(15,15) multi-wall nanotube. 

In the figures we restricted the energy window to the region where the single-wall 
armchair nanotubes present conductances of 2G0. The main feature of both the figures 
is the presence of pseudo-gaps18 which lower the conductance from the expected value 
2mG0. In the case of a double-wall nanotube, this results in two regions where the 
conductance passes from AG0 to 2G0, while in triple-wall nanotube the values 6<30, 4G0 

and 2G0 are possible. Nevertheless both these results are still not consistent with the 
experimental observations of lG0 and 0.5Go   • 

It is important to note that the presence of energy pseudo-gaps does not only 
lowers the conductance but also gives rise to two important effects. First it changes 
drastically the dispersion of the mini-bands close to the gaps. At the edge of the gaps 
in fact the dispersion passes from a linear to an almost dispersion-less parabolic-like 
structure.  This is shown in figure 6 where we present the band structure along the 
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Figure 4: (a) Local density of states for a double-wall (10,10)0(15,15) nanotube. (b) Conductance as 
a function of energy. 
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Figure 5: (a) Local density of states for a triple-wall (5,5)@(10,10)@(15,15) nanotube. (b) Conductance 
as a function of energy. 



direction of the tube axis for a double-wall (10,10)@(15,15) nanotube (b) together with 
the band structure of a single-wall (15,15) nanotube. 

Figure 6: (a) Band structure along the tube axis for a (15,15) nanotube, with EF = 3.65 eV. (b) Band 
structure along the tube axis for a (10,10)@(15,15) nanotube. 

Secondly the amplitude of the wave-function across the nanotubes changes. Far 
from the gaps, where the effects of the inter-tube interaction are weak, the wave- 
function is expected to have a uniform distribution across the different walls com- 
posing the nanotube. This is what is found in the case of non-interacting walls, 
whereas in the vicinity of a pseudo-gap, the distribution changes dramatically and 
the amplitude may be enhanced along some walls and reduced along some others. To 
demonstrate this effect in figure 7 we present the partial conductance across the two 
walls composing a (10,10)@(15,15) nanotube and across the three walls composing a 
(5,5)@(10,10)@(15,15) nanotube. The partial conductance is defined as the projection 
of'the total conductance for an infinite multi-wall tube onto the degrees of freedom 
describing the individual walls. From the figure it is very clear that the amplitude of 
the wave-function (which is proportional to the partial conductance) is not uniform 
across the structure and depends critically on the energy. / 

Both the change in the dispersion and the non-uniform distribution of the am- 
plitude of the wave-function across the tubes have drastic effects on the transport of 
heterogeneous systems, because it creates strong inhomogeneities along the structure, 
and therefore strong backward scattering. This aspect, which occurs in a multi-wall 
nanotube when one of the innermost walls closes, will be discussed in the next section. 
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Figure 7: Partial conductance of (a) (10,10)@(15,15) and (b) (5,5)@(10,10)@(15,15) nanotube. The 
solid line, dotted and dashed lines represent the partial conductance respectively onto the innermost, 
the medium (only in the case of (5,5)@(10,10)@(15,15)) and the outermost tube. Note that within the 
pseudo-bandgaps the conductance does not distribute uniformly onto the different tubes. 

TRANSPORT IN INHOMOGENEOUS MULTI-WALL NANOTUBES 

In this section we will use the ideas developed above to describe the experiments of 
reference 13. Note that for inhomogeneous systems, where multi-wall nanotubes are 
contacted to the voltage/current probes, the conductance quantization in unit of 2C?o 
which we found also for multi-wall nanotube in presence of inter-wall interaction is 
evidently violated and fractional values of the conductance are allowed. One of the 
difficulties of the experiments, which use gold as one electrode and mercury as the other, 
is that not all tubes make contact with the electrodes. We have considered two different 
scenarios and have found that agreement with the experiments is obtained when we 
assume that only the outermost tube is in contact with the gold electrode, whereas the 
number of walls in contact with the mercury depends on the depth at which the tube 
is immersed into the liquid. This latter assumption may seem surprising, because the 
mercury does not wet the inner tubes. Nevertheless we believe that at equilibrium, 
the inter-tube interaction allows a uniform distribution of the chemical potential across 
the cross-section of the whole structure and therefore in the linear-response regime, the 
scattering problem reduces to a semi-infinite single-wall nanotube (the one in direct 
contact with gold) attached to a scattering region in which a variable number of walls 
are present (see fig.8a). Moreover a close analysis of the inter-tube matrix elements 
shows that these are of the same order of magnitude as the intra-wall ones. This means 
that electron transport between different walls may be efficient, as well as the electron 
feeding of the innermost walls from the electrons reservoirs. 

Consider first the case in which only the outermost tube makes contact with the 
gold electrode. We argue that the step-like dependence of the conductance on the 
immersion depth is due to the fact that the scattering region makes contact with the 
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Figure 8: (a) Schematic geometry of the system in which only the outermost tube is contacted with 
the gold electrode for different immersion depths, (b)-(d) Conductance as a function of energy for 
the system of (a) at the immersion depths Hgl, Hg2, and Hg3. E is given with respect to EF of the 
pristine (undoped) nanotube. 

mercury reservoir via a multi-wall semi-infinite nanotube whose number of walls varies 
and depends on the immersion of the structure. For small immersion depths (such 
as Hgl in fig.8a), only the outermost tube is in contact with mercury, because it is 
the only one with an end below the mercury level. A further lowering of the gold 
tip (to depths such as Hg2 and Hg3 in fig.8a) will sequentially place more inner walls 
into electrical contact with the mercury, thereby changing the conductance. We notice 
that the conductance of such a structure cannot be larger than that of the single-wall 
nanotube, which is the only tube in contact with the gold electrode. 

In figure 8b we present the conductance as a function of energy for the inhomo- 
geneous structure described in figure 8a. In all three cases, the simulated structure 
makes contact with the upper Au reservoir via a (15,15) nanotube, which forms the up- 
per external lead, whereas the lower external lead contacting the Hg comprises either 
a single, double or triple-wall nanotube. The solid curve corresponds to a structure 
formed from a 200 atomic plane (AP) (5,5)@(10,10)@(15,15) triple-wall region, below 
which is attached to a 200 AP (10,10)@(15,15) double-wall region. The ends of the 
outer (15,15) nanotube are connected to semi-infinite (15,15) nanotubes, which form 
the external leads. The dashed curve corresponds to a structure formed from a 200 AP 
(5,5)@(10,10)@(15,15) triple-wall region. The upper end of the outer tube attached 
to'a semi-infinite (15,15) nanotube, which forms the external lead contacting the Au 
reservoir. The lower end of the (10,10) and (15,15) nanotubes continue to infinity, and 
form a (10,10)@(15,15) external contact to the Hg reservoir. Finally the dot-dashed 
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line shows the conductance of a (5,5)@(10,10)@(15,15) nanotube, which at the lower 
end makes direct contact with the Hg and at the upper end, the outer tube continues 
to infinity, thereby forming a (15,15) external contact to the Au reservoir. These situa- 
tions correspond to immersion of the tube into the mercury at positions Hgl, Hg2 and 
Hg3 respectively, where either one wall and two walls are in electrical contact with the 
mercury. 

In all the simulations, the ends of the finite-length tubes are left open and we do 
not include capping layers. We believe that the capping layers are not crucial to the 
description of the transport properties of inhomogeneous multi-wall nanotubes, since 
these are mainly determined by the mis-match of wave-vectors between different regions. 
Figure 8b shows clearly that in an energy window of about 0.05eV (indicated by vertical 
dashed lines), the conductance for the first structure is approximately 0.5G0) while for 
the latter two is of order 1G0- Note that such energy window is two times larger than 
the bias used in the experiments and also much larger than room temperature. This 
suggests that these results are quite robust and will survives both at room temperature 
and moderate biases. This remarkable result is in excellent agreement with the recent 
experiments of reference 13. 

The scattering in such an inhomogeneous structure arises from the reasons pointed 
out in the previous section. In the energy window considered in fact the infinite 
(5,5)@(10,10)@(15,15) presents a large pseudo-gap with conductance 4G0. We therefore 
expect that at both the interfaces of the (5,5)@(10,10)@(15,15) region with respectively 
the (10,10)@(15,15) region and the (15,15) tube, the mismatch of either the transverse 
components of the wave-function <f>k and the longitudinal A;-vectors will be large. This 
gives rise to the strong suppression of the conduction observed in the experiments. In 
figure 9 we present the conductance as a function of immersion depth in mercury for 
the structure described above. The conductance is calculated at zero-temperature in 
the zero bias limit and the energy has been set in the middle of the marked region of 
figure 8a (3.825eV). Note again that the agreement with the curve of experiments of 
reference 13 is very good. 
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Figure 9: Conductance as a function of immersion depth. The solid curve corresponds to the structure 
of figure 8a and the dashed curve to that of figure 10a. 
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We now consider a second possible scenario, in which three tubes are in direct 
contact with the gold electrode. In this case the electrons are fed from gold into the 
structure directly along all the tubes. This contact can be simulated by a semi-infinite 
(5,5)@(10,10)@(15,15) nanotube with uniform chemical potential across the tubes. The 
structure considered is presented in figure 10a. In this case the upper bound of the 
conductance is no longer fixed by the single-wall tube to be 2G0 but can be as large 
as 6Go and depends on the number of walls contacting the mercury. In figure 10b we 
show the conductance as a function of energy respectively for a 200 AP (10,10)@(15,15) 
nanotube sandwiched between a (15,15) and a (5,5)@(10,10)@(15,15) nanotube leads, 
for (10,10)@(15,15) nanotube lead in contact with a (5,5)@(10,10)@(15,15) nanotube 
lead, and for an infinite (5,5)@(10,10)@(15,15) nanotube. This again corresponds to 
the different levels of immersion Hgl, Hg2 and Hg3 in (Fig. 10a). Note that in the 
case in which the (5,5)@(10,10)@(15,15) nanotube is in direct contact with both the 
gold and the mercury electrodes its conductance corresponds to the number of opening 
scattering channels for the infinite triple-wall system. 

(a) 
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Hg3  Ö 

Hg2 

Hgl 

0.10 0.15 
£[eV] 

0.20 

Figure 10: (a) Schematic geometry of the system in which three tubes tubes are contacted with the 
gold electrode for different immersion depths, (b) Conductance as a function of energy for the system 
of (a). E is given with respect to EF of the pristine (undoped) nanotube. 

Figure 10 shows that when all three tubes are electrically connected to the gold 
electrode, a much larger increase in the conductance occurs when a new wall is lowered 
below the mercury level, although this is still smaller than the value of 2G0, obtained 
for completely isolated tubes. In this case, corresponding to the different value of the 
immersion depth, we expect the conductance to be respectively 1GQ, 2G0 and 4G0. 

The large difference between the transport of the structures in figures 8a and 10a is 
therefore crucially dependent on the number of tubes which make a direct contact with 
the gold electrode. At the moment a complete description of the nanotube/metal inter- 
face is not available, although it will deserve further investigation both experimentally 
and theoretically. 

13 



CONCLUSIONS 

To conclude we have presented a fully quantum scattering technique which yields the 
S matrix of inhomogeneous multi-wall nanotubes. We have shown that the inter-tube 
interaction drastically modifies transport, not only by opening pseudo-gaps close to the 
Fermi energy, but also by redistributing the amplitude of the transverse component 
of the wave-function across the multi-wall structure. These effects, when combined 
together, form a convincing explanation of puzzling experiments in which non-integer 
values of conductance have been found in multi-wall nanotubes13. To arrive at this 
quantitative description of the experiments, we have explored several possibilities re- 
garding on the nature of the nanotube/metal interfaces. Only those calculations in 
which the outermost tube is in direct contact with the gold electrode showed good 
agreement with the experiments. 
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Using Monte Carlo simulations, we investigate the possibility of an orientational melting transition 
within a "rope" of carbon nanotubes. When twisting nanotubes bundle up during the synthesis, orienta- 
tional dislocations or twistons arise from the competition between the anisotropic intertube interactions, 
which tend to align neighboring tubes, and the torsion rigidity that tends to keep individual tubes straight 
We map the energetics of a rope containing twistons onto a lattice gas model and find that the onset of 
a free "diffusion" of twistons, corresponding to orientational melting, occurs at Tou ä 160 K. 

PACS numbers: 61.48.+C, 61.50.Ah, 73.61.Wp, 81.10.Aj 

Since their first successful synthesis in bulk quantity 
[1], "ropes" of single-wall carbon nanotubes have been in 
the spotlight of nanotube research. Recent experimental 
data indicate that carbon nanotube ropes exhibit an unusual 
temperature dependence of conductivity [2], magnetoresis- 
tance [3], and thermoelectric power [4]. Several physical 
phenomena have been suggested to cause the intriguing 
temperature dependence of conductivity behavior, such as 
twistons [5], orientational melting [6,7], weak localization 
[8], and Kondo effect [3]. The opening of a pseudogap 
near EF in a bundle composed of (10,10) tubes has been 
postulated to result from breaking the Dm tube symmetry 
by the triangular lattice [6,9]. 

Nanotubes [10] and Ceo "buckyball" molecules [11,12] 
are similar inasfar as their interaction is weakly attractive 
and nearly isotropic when condensing to a solid. The small 
anisotropy of the Ceo intermolecular potential drives the 
solid to an orientationally ordered simple-cubic lattice with 
four molecules per unit cell at low temperatures [13]. Only 
at T Ä 249 K does the COO solid undergo a transition to a 
face-centered cubic lattice. As confirmed by ,3C nuclear 
magnetic resonance [14], this is an order-disorder phase 
transition, with Ceo molecules spinning freely and thus 
becoming equivalent above 249 K. Unlike the Ceo solid, 
very little is known about the equilibrium structure of bun- 
dled nanotubes beyond the fact that they form a triangular 
lattice [1]. In particular, nothing is known about the equi- 
librium orientation of the tubes within a rope. More in- 
triguing still is the possibility of an orientational melting 
transition associated with the onset of orientational disor- 
der within a rope. 

In the following, we calculate the potential energy sur- 
face and the orientational order of straight and twisted 
tubes within a rope. We further postulate that realistic 
nanotube ropes contain orientational dislocations that have 
been frozen in as the tubes formed ropes at a finite tem- 
perature, the same way as dislocations are known to form 
in crystals. We map the energetics of a rope with dislo- 
cations onto a lattice gas model and find that the onset of 
orientational disorder, corresponding to a free axial diffu- 

sion of twistons, should occur at TOM 
S
 160 K in ropes 

containing various types of nanotubes. 
In order to determine the orientational order and the ro- 

tational motion of tubes in a rope, we need to describe both 
the intertube interaction and the torsional strain within the 
individual tubes. Since the anisotropic part of the inter- 
tube interaction in a rope is weak and local, it can be well 
described by pairwise intertube (not interatomic) interac- 
tions. To describe the interaction between tubes in a rope 
as a function of their orientation, we use the parametrized 
linear combination of atomic orbitals (LCAO) formalism 
with parameters determined by ab initio results for sim- 
pler structures [15]. This technique has been successfully 
used to explain superconductivity arising from interball 
interactions in the doped Ceo solid [16], the opening of 
a pseudogap near EF in a (10,10) nanotube rope [6,7], 
and the opening and closing of four pseudogaps during the 
librational motion of a (5,5)@(10,10) double-wall tube 
[17]. The total energy functional consists of a nonlocal 
band structure energy term and of pairwise interatomic in- 
teractions describing both the closed-shell repulsion and 
the long-range van der Waals attraction. A smooth cutoff 
function [18] has been implemented to keep the total en- 
ergy continuous as the neighbor topology changes while 
tubes rotate. This energy functional correctly reproduces 
the exfoliation energy, the interlayer distance, and the C33 
modulus of hexagonal (AB) graphite, as well as the energy 
barrier for interlayer sliding, corresponding to the energy 
difference between AB and AA stacked graphite. 

To determine the interaction between a pair of aligned 
(n, n) nanotubes, we first define the orientational angles 
<px and q>2 for these tubes by the azimuthal angle of 
the center of a particular bond with respect to the con- 
nection line between adjacent nanotube axes, as shown 
in Fig. 1(a). For each (^1,^2) pair, we calculate the 
intertube interaction using a fine mesh of 800 k points 
sampling the one-dimensional irreducible Brillouin zone. 
Because of the high symmetry of the system, the in- 
teraction energy AE((pi,<P2) is periodic in cp\ and <p2, 
with a period A<p = 360°/"-   With the simple variable 
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FIG. 1. (a) Definition of the orientational angles <p \ and <p2 of 
two aligned nanotubes. (b) Interaction energy per atom between 
two (10,10) carbon nanotubes at equilibrium distance as a func- 
tion of the tube orientations, (c) Top view of the equilibrium 
structure of bundled interacting nanotubes, with a two-tube unit 
cell, (d) Torsion energy per atom within an individual (10,10) 
nanotube. 

transformation 6\ = <p\ + <p2 and 82 = <p\ — <p2, 
the interaction energy AE can be simply expanded in 
harmonic functions of 8\ and 82, with the same period 
A0 = 360°/n. The resulting potential energy surface, dis- 
played in Fig. 1(b) for a pair of (10,10) nanotubes, shows 
a maximum corrugation of only A/?,,«« «= 0.5 meV/atom. 

The equilibrium geometry of bundled (10,10) nanotubes 
can be found by optimizing the total energy E with respect 
to the orientations of all individual tubes [19]. Because 
of the high level of orientational frustration in a triangular 
lattice of (10,10) nanotubes with Dl0h symmetry, the 
potential energy surface E{q>i,<p2,..) is very complex. 
We determine the global minimum of E(<pi,<p2,...) 
by applying the Metropolis Monte Carlo algorithm 
to   an   infinite   system   of  straight   nanotubes   in   a 
(2X2), (4X4) (8X8),   superlattice,   with   unit 
cells containing between 4 and 64 nanotubes. Inde- 
pendent of the unit cell size, we find that the global 
energy minimum corresponds to a two-dimensional 
oblique lattice with two tubes per unit cell, shown in 
Fig. 1(c). In equilibrium, the orientations <p\, <p2 of 
the two tubes within this unit cell satisfy the condition 
0i = 9\ + 9i = 12° and 62 = 9\ - 92 ~ ±9.71° 
within the range -18° < 0 < +18°. 

Even though the energy barrier AE Ä 0.5 meV 
per atom for a free rotation in a pair of tubes, shown in 
Fig. 1(b), appears small, the barrier to rotate an entire tube, 
that is completely straight and rigid, is unsurmountable. 
In the following, we postulate that tube rotations in a rope 
are still possible in view of the finite, albeit large value of 
the tube torsion constant. To determine the torsional strain 
within an isolated, twisted (10,10) tube, we combined 
the LCAO method mentioned above with the recursion 
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technique [20]. This approach has been used success 
to describe the dynamics of fullerene melting [21] 
growth of multiwall nanotubes [22], and the dynami 
a "bucky-shuttle" memory device [23]. Our calculat 
shown in Fig. 1(d), suggest that the torsional enerj 
harmonic up to a strain of A9/AL « 1 °/A. Within 
harmonic regime, the torsional energy per atom ca 
well represented by the expression AE — /c(A^>/d 
with K - 2.58 X 10"2 meV/(rad2/Ä2). Since the 1 
ber of atoms in the tube is proportional to the total 
length ALtot, the total torsional energy of the nil 
inversely proportional to the total tube length for a 
total twist angle A^tot, and hence becomes vanishi 
small for a long tube. 

To study the possibility of orientational melting 
nanotube rope, we first consider an unrealistic model 
tern of bundled (10,10) tubes consisting of torsioi 
decoupled axial segments of 20 atoms, resembling 
"rings" or "disks." The interaction between two adji 
disks in neighboring tubes is the value AE of Fig 
multiplied by the number of atoms in the disk. Abs 
of axial coupling makes this system equivalent to a 
dimensional triangular lattice of disks with one (ori( 
tional) degree of freedom per disk. Results of Monte C 
simulations of orientational melting in (2 X 2), (4 > 
and (6 X 6) superlattices with 4, 16, and 36 such 
per unit cell, respectively, are shown in Fig. 2. To en 
proper phase space sampling even at low temperati 
each data point represents an ensemble average taken 
felO5 Monte Carlo steps per degree of freedom. Re 
for the temperature dependence of the total energy pei 
gree of freedom, shown in Fig. 2(a), suggest that an 
entational melting transition should occur at 7OM "" 5 
This transition becomes more pronounced with increa 
unit cell size in the superlattice. The sharp peak ir 
temperature dependence of the corresponding specific 
data, shown in Fig. 2(b), suggests this phase transitic 

40     80    120 40     80 
T\K] 

FIG. 2. Temperature dependence of (a) the total energy 
and (b) the specific heat C per degree of freedom in ni 
(m X m) superlattices of interacting (10,10) nanotubes 
zero torsional rigidity. Each nanotube is modeled by a _ 
of torsionally decoupled, rigid segments ("disks") contai 
twenty atoms, each representing one orientational degre 
freedom. In this model system, orientational melting oc 
at T a r0M « 55 K. 
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be of first order. At low and at high temperatures, the spe- 
cific heat per degree of freedom approaches the classical 
value C = 0.5kB. 

To address orientational melting in a realistic (10,10) 
nanotube rope, we add the proper torsional coupling 
between the disks, according to our results in Fig. 1(d). 
Monte Carlo simulations analogous to those described 
above showed no indication that initially straight nano- 
tubes would start to perform a "ratcheting twisting 
motion," corresponding to orientational melting in the 
rope, up to 4000 K when individual nanotubes should 
disintegrate structurally. We have also found that the large 
mass and high bond stiffness essentially inhibit any global 
or local axial sliding motion within the rope below this 
high structural melting temperature. 

The key to the understanding of orientational melting 
is to consider the energetics and dynamics of orientational 
dislocations in the system. Consider two nanotubes which, 
under synthesis conditions, show a total twist A$otot s 36° 
over the entire tube length, at the negligible cost in total en- 
ergy of =0.1 eV for a 100 /tm long tube. As these tubes 
bundle up during annealing, at least two orientationally 
aligned domains form within the tube pair, separated by 
an orientational dislocation. Similar twists of up to lc/nm, 
associated with such orientational dislocations, have been 
recently observed by electron diffraction in nanotube ropes 
[24]. Such solitons may move rather freely along the tube 
axes, but cannot be annihilated if the paired tubes are infi- 
nitely long, or if they bundle up to a double torus [25]. 

The equilibrium geometry of these frozen-in twistons 
is given by the competition between the anisotropic inter- 
tube interactions, which tend to align neighboring tubes, 
and the torsion rigidity that tends to keep individual tubes 
straight. The formation of twistons is a general phenome- 
non that is independent of tube chirality. The energetics 
and dynamics of twistons is well represented by map- 
ping the Frenkel-Kontorova model onto the orientational 
degrees of freedom of a triangular lattice of chains. In 
bundled (10,10) nanotubes, the orientation cp{z) of individ- 
ual tube layers near the dislocation is well reproduced by 
the function <p(z) = <Po + A^{1 + exp[(z - zo)/w]} \ 
with the typical values Ap = 36° and w « 30 A. Such 
dislocations, which can be either left or right handed, show 
a total twist of 36° that extends across a very long tube 
segment of «250 A in the axial direction, thus resulting 
in a very small twisting deformation of only «0.18° per 
tube layer. 

The energy cost of Ais = 5 eV to create such a twiston, 
given by the energy difference between ropes contain- 
ing one or no dislocation, is relatively high. Whereas 
this energy makes a spontaneous creation of twistons or 
left-/right-handed twiston pairs within a rope unlikely even 
at high temperatures, there are only two other scenarios 
to change their total number. Twistons could "slide off" 
the end, thus negligibly modifying the total number of 
twistons in very long ropes. The other scenario involves 

the annihilation of left-/right-handed twiston pairs which 
is most likely to occur just after synthesis, as no activa- 
tion energy is often associated with this process. Since 
the number of left- and right-handed twistons is likely 
to differ, the dynamics will eventually be dominated by 
the remaining twistons of one handedness. For the pairs 
of left-/right-handed twistons separated by large distances, 
presence of orientational dislocations in adjacent tubes will 
impose an activation barrier onto its annihilation and re- 
duce the probability of this process. 

In the following, we thus focus our attention on a system 
with a constant number of twistons of the same handedness 
and the onset of their mobility. The dynamics of the en- 
tire system is limited to a subspace of the configurational 
space, where the number of twistons on each tube is fixed. 
We notice that the axial motion of a twiston corresponds to 
a finite tube rotation in that given segment, and that the en- 
ergetics of a rope containing twistons can be mapped onto 
a lattice gas model of twistons moving along individual 
tubes. The small potential energy barriers associated with 
an "up"- and a "down"-moving twiston passing each other 
in adjacent tubes depend on the orientation of the other 
surrounding tubes, and are evaluated by the total energy 
expression above. We correlate the onset of orientational 
melting in the rope with depinning and a completely free 
"diffusion" of twistons within the tubes. 

Results of a Monte Carlo simulation for the orienta- 
tional melting transition in a (10,10) nanotube rope con- 
taining twistons are presented in Fig. 3. We consider a 
(6 X 6) superlattice of nanotubes with a fixed number of 
orientational dislocations on each tube. The energy of this 
system is given by the positions of these twistons within 
each periodically repeated unit cell containing 36 tubes 
with 5000 layer segments discretizing the axial direction. 
This system with nominally 180 000 degrees of freedom is 
mapped onto a lattice gas of twistons in the following way. 
Out of the 36 tubes per unit cell, we select twelve nonadja- 
cent tubes, each containing a single twiston that can move 
axially. The remaining tubes in the unit cell have eight 
such orientational dislocations frozen in. Their positions 
are equally spaced over the tube axes, but axially offset in 
adjacent tubes. 

The temperature dependence of the total energy of this 
classical system, shown in Fig. 3(a), shows a slope that is 
initially small close to T = 0, then becomes large within 
the temperature range 0 < T £ 500 K, and finally be- 
comes small. The corresponding specific heat data, shown 
in Fig. 3(b), begin with the classical value C — 0.5fcB at 
low temperatures and peak at TOM ^ 160 K. We have 
observed that ropes consisting of different types of tubes, 
such as (10,10) and (9,9), with different numbers of 
twistons, show a very similar behavior in spite of their sig- 
nificantly different ground state geometries and potential 
energy surface topologies. The nature of the orientational 
melting transition at TOM is illustrated in Fig. 3(c). The 
two snapshots of the geometry, taken at T = 500 K, 
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FIG. 3. Temperature dependence of (a) the total energy A£ 
and (b) the specific heat C per degree of freedom in a re- 
alistic rope consisting of interacting tubes of finite rigidity, 
(c) Illustration of the microscopic process of orientational melt- 
ing in an exaggerated perspective. The two views depict the 
position of orientational dislocations at different points in time 
at T = 500 K. The axial motion of the twistons, indicating ori- 
entational melting, is highlighted by the changing grey-shaded 
sections in four of the tubes. 

indicate that above T «* TOM. frozen-in twistons become 
depinned and diffuse relatively freely along the tube axes, 
as indicated by the changing gray-shaded sections in 
the tubes. Since these twistons are important scattering 
centers for electrons, their depinning may significantly 
affect the transport in these one-dimensional systems at 
T *» TOM «hat may play the role of T* in Ref. [2]. 

In summary, using Monte Carlo simulations, we have 
investigated the possibility of an orientational melting tran- 
sition within a "rope" of carbon nanotubes. We postulate 
that during the synthesis, as twisting nanotubes bundle up, 
orientational dislocations or twistons arise from the compe- 
tition between the anisotropic intertube interactions, which 
tend to align neighboring tubes, and the torsion rigidity that 
tends to keep individual tubes straight. We have mapped 
the energetics of a (10,10) nanotube rope containing such 
twistons onto a lattice gas model and find that the onset 
of a free "diffusion" of twistons, corresponding to orienta- 
tional melting, should occur at 7OM ^ 160 K. 
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Nijs and Jean S. Chung. This work was supported by 
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Using molecular dynamics calculations, we investigate the absorption of a C«, molecule in a (10,10) 
nanotube either through the open end or a large defect in the tube wall as possible scenarios for the 
hierarchical self-assembly of (C60)n@(10,10) "nano-peapods." We find the absorption through a defect 
to be significantiy more efficient than the end-on absorption. This process occurs most likely within a 
narrow launch velocity range for the fullerene that agrees well with the observed optimum temperature 
window for peapod formation. 

DOI: 10.1103/PhysRevLett.88.185502 

A new type of self-assembled hybrid structures called 
"nano-peapods," consisting of fullerene arrays inside 
single-wall carbon nanotubes, have recently been re- 
ported [1-6]. Potential uses of nano-peapods range 
from nanometer-sized containers for chemical reactions 
[4] to data storage [7], and possibly high temperature 
superconductors [8]. Even though the encapsulation of 
fullerenes (such as C<so) in nanotubes is favorable on 
energetic grounds [7,9,10] and occurs rapidly by exposing 
nanotubes to sublimed fullerenes [1-5], virtually nothing 
is known about how the fullerenes enter the nanotubes 
when forming the nano-peapods. 

A statistical mechanics approach, which considers only 
the initial and final states, describes only the equilibrium 
state after an infinite time [10]. It can say nothing about 
the likelihood of fullerene encapsulation in a finite time, as 
it ignores any activation barriers along the reaction path. 
Only trajectory calculations based on the complex potential 
energy surface of the system can provide detailed answers 
about the dynamics and intermediate steps involved in the 
formation of nano-peapods. 

An important current controversy involves the questions, 
whether fullerenes enter through the open ends of perfect 
nanotubes or whether defects in the wall play an important 
role as entry channels. The extremely high filling ratio of 
up to 100% [5] appears hard to achieve even within a few 
days if the only entry channels are the two open ends of 
each tube. In such a case, the fullerene kinetics is limited 
and even a single impurity may block an entry channel. 
On the other hand, only a few openings in the tube walls 
have been observed in high-resolution transmission elec- 
tron microscopy (HRTEM) images [11]. Another impor- 
tant question, which a statistical approach cannot answer, 
is whether the encapsulation process, be it through an open 
end or through a defect, occurs directly from the gas phase 
or involves a diffusive motion along the wall. 

Here, we present a large-scale simulation for the en- 
try of a COO molecule into a (10,10) carbon nanotube 
via different scenarios, illustrated in Fig. 1. We consider 
the encapsulation through the open end of a free-standing 
nanotube [Fig. 1(a)] and through the open end of a nano- 
tube bundle [Fig. 1(b)]. These scenarios are compared to 

PACS numbers: 61.48.+c, 68.70.+w, 81.05.Tp 

the Ceo entry through a defect, in our model a large open- 
ing in the nanotube wall [Fig. 1(c)] [12]. Formation of 
such large defects may occur, we believe, during the harsh 
purification process that is a necessary prerequisite for pea- 
pod formation [4]. By assuming that the Ceo adsorbs on the 
wall prior to encapsulation, we take advantage of the en- 
hanced probability of the fullerene to find an entry channel 
into a nanotube within the lower-dimensional phase space 
probed by the Ceo diffusing along the wall, as compared to 
a fullerene in the gas phase. Our calculations elucidate not 
only which of these processes is most likely but also the 
optimum temperature window for the peapod formation. 

We calculate the potential energy of the fullerene- 
nanotube system using an electronic Hamiltonian that was 
used successfully to describe the formation of multiwall 
nanotubes [13] and the dynamics of a "bucky-shuttle" 
device [7]. This approach describes accurately not only 
the covalent bonding within the graphitic substructures but 
also the modification of the fullerene-nanotube interaction 
due to the interwall interaction and possibly the presence 
of unsaturated bonds at defect sites or tube edges [14]. We 
find the use of an electronic Hamiltonian to be required 
in this system, as analytical bond-order potentials do not 
describe the rehybridization at defect sites and tube ends 
with sufficient precision. Once the quantum nature of 
the interatomic interactions has been taken into account, 
the trajectories of the heavy carbon atoms are described 
reliably in a classical manner. 

In Fig. 1 we present schematic views of the encapsula- 
tion scenarios together with the calculated potential energy 
surfaces in the x-y plane that contains the tube axes, the 
center of the Ceo molecule, and the defect. The tube struc- 
tures underlying the potential energy surfaces have been 
globally optimized. They reflect the relaxation at the open 
end of the tube and the edges of a large defect in the tube 
wall, representing an extended vacancy formed during the 
harsh purification process [15]. 

When following an "optimum" trajectory starting out- 
side the tube, a Ceo molecule may first physisorb on the 
outer wall, thus gaining «0.07 eV. Our energy contour 
plots in Fig. 1 suggest that the fullerene diffuses virtually 
freely along the tube wall. Since the adsorption potential 
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FIG. 1. Perspective views (left panels) and potential energy 
surfaces (right panels) for the encapsulation of a C«j molecule in 
a (10,10) nanotube under different scenarios. The dotted lines 
indicate possible C» trajectories, characterized by the launch 
velocity v and launch angle 6 with respect to the tube axis. The 
potential energy surfaces are shown in the x-y plane containing 
the center of the fullerene and the tube axis x. Adjacent energy 
contours are separated by 0.01 eV; the position of the tube walls 
is indicated by the solid gray areas. The scenarios involve Ceo 
encapsulation through (a) the open end of an isolated (10,10) 
nanotube, (b) the open end of bundled (10,10) nanotubes, and 
(c) a large opening in the (10,10) nanotube wall, centered in the 
x-y plane. 

is relatively shallow, the fullerene's angular velocity along 
the perimeter is limited by requiring the centrifugal force 
not to exceed a critical value for radial detachment. Con- 
sequently, the fullerene should follow a near-axial helical 
trajectory within a narrow ID channel in the x-y plane dur- 
ing its diffusive motion along the tube surface. Because of 
the large inertia of the COO molecule and the absence of 
corrugations along the potential energy surface, virtually 

185502-2 

no rotations are excited as the fullerene slides along th 
tube wall. Upon entering the nanotube, the COO gains ai 
additional 0.36 eV [16]. 

The absence of activation barriers for all fullerene en 
capsulation scenarios depicted in Fig. 1 is surprising fo 
two reasons. First, it suggests that the strong attractioi 
to the undercoordinated atoms at the tube or defect edgei 
does not trap the fullerene, but only modifies the entrj 
channel without hindering the encapsulation [14]. Second 
it leaves the origin of the observed optimum temperatun 
of =400 °C for CM encapsulation an open question. 

The likelihood of Ceo encapsulation depends on its ini 
tial conditions and the topology of the entire potential en 
ergy surface, as suggested by the sample trajectories it 
Fig. 1. In our molecular dynamics simulations, we ini 
tially placed the Cw molecule at equilibrium radial dis 
tance from the tube. We then calculated do trajectories ir 
the x-y plane using time steps of 5 X 10~16 s, by varying 
the launch speed v from 0-300 m/s in 1 m/s increments 
and the launch angle 6 with respect to the tube axis fron 
-90° to +90° in 1° increments. The calculation of al 
54000 trajectories for each encapsulation pathway woulc 
not be computationally feasible without approximations. 
We described the fullerene-nanotube interaction by the po- 
tential energy surfaces presented in Fig. 1, thus implying 
that both the C^o and the nanotube are structurally rigid. 

For each set of initial conditions, we found that the ulti- 
mate outcome of each trajectory regarding encapsulation is 
decided within less than 106 time steps. We also found that 
all physically interesting phenomena occur within a veloc- 
ity range between 50-200 m/s, the lower bound marking 
the onset of C^o mobility along the tube. The upper enc 
of this range corresponds to high temperatures, at which 
fragmentation and tube fusion are to be expected. Conse- 
quently, we will discuss the encapsulation under the spe- 
cific scenarios within this velocity range. 

The outcome of the encapsulation process through the 
end of an isolated nanotube, depicted in Fig. 1(a), is shown 
in Fig. 2. The scatter diagram of Fig. 2(a) condenses the 
information of all trajectories regarding encapsulation, 
black mark denotes a trajectory with a launch velocity and 
angle that leads to encapsulation, such as that shown in 
Fig. 2(b). Similarly, a white field marks failed encapsula 
tion, such as depicted in the trajectory of Fig. 2(c). Conse 
quently, the fraction of the dark area is proportional to the 
probability of encapsulation. The scatter diagram, domi 
nated by white color, suggests that encapsulation through 
the open end of an isolated nanotube should be very rare. 
The main reason is the relatively narrow and shallow chan- 
nel in the potential energy surface of Fig. 1(a), which the 
fullerene must follow to reach the inside of the tube. At 
very low velocities, the fullerene gets trapped in one of the 
shallow potential energy wells outside the tube wall. At 
too high velocities, on the other hand, the Ceo is incapable 
of following the tight "U turn" in the potential energy sur- 
face, as illustrated in Fig. 2(c). 
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FIG. 2. (a) Scatter diagram showing the probable outcome of 
a Ceo encapsulation through the open end of an isolated (10,10) 
nanotube, as a function of the fullerene launch velocity v and 
launch angle 6. Only initial conditions leading to a successful 
encapsulation are marked in black in the scatter diagram. A 
sample successful encapsulation trajectory is depicted in (b), 
and an unsuccessful trajectory in (c). 

In view of the low estimated probability of encapsu- 
lation through the end of an isolated tube, we considered 
next the analogous process at the end of a nanotube bundle, 
consisting of (10,10) tubes with an interwall separation of 
3.4 Ä, depicted in Fig. 1(b). As suggested by the two suc- 
cessful trajectories in the left panel of Fig. 1(b), the more 
complex potential energy surface for this system increases 
the number of entry channels, thus enhancing the proba- 
bility of encapsulation. The results of our trajectory cal- 
culations, summarized in the scatter diagram of Fig. 3(a), 
indeed show a somewhat higher encapsulation probabil- 
ity as compared to the single-tube scenario. In compari- 
son to Fig. 2(a), we observe two solid dark regions for 
velocities beyond «150 m/s and 0 « ±40°. These re- 
gions correspond to trajectories that first follow the wall 
of one tube and continue inside the neighboring tube, as 
shown in Fig. 2(b). This new channel is relatively narrow 
due to the "S" shape of the tube-fullerene interaction po- 
tential well, shown in the right-hand panel of Fig. 1(b). 
As in the case of an isolated tube, trajectories involving a 
"U turn", depicted in Fig. 3(c), form an additional entry 
channel, responsible for the rare encapsulation events in 
the remaining region of the scatter diagram. We conclude 
that, even in the case of a bundle, the probability of encap- 
sulation through the end is rather low. 

The outcome of the encapsulation process through a 
large opening in the side wall of the (10,10) nanotube, 
depicted in Fig. 1(c), is shown as a scatter diagram in 
Fig. 4(a). In comparison to Figs. 2(a) and 3(a), the dark 
area in the scatter diagram of Fig. 4(a) is substantially 
larger, yielding a 30-fold increase of the cross section for 
the Ceo entry. In the following, we focus on the encap- 
sulation through the large wall opening as the most likely 
process leading to peapod formation. 

The scatter diagram of Fig. 4(a) shows a complex pat- 
tern consisting of large areas corresponding to the Ceo 
entering the tube. Among these events, we have marked 
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FIG. 3. Scatter diagram analogous to Fig. 2, but for bundled 
(10,10) nanotubes. Sample trajectories describing successful 
encapsulation are depicted in (b) and (c). 

those trajectories leading to a definitive encapsulation, as 
depicted in Fig. 4(b), in red. The "green" and "blue" tra- 
jectories, shown in Figs. 4(c) and 4(d), involve a tempo- 
rary entry of the Ceo molecule into the tube. In that case, 
after multiple scattering events, the fullerene may eventu- 
ally escape in the backward ("green event") or the forward 
direction ("blue event"). Since such multiple scattering 
processes are chaotic, the blue and green events are homo- 
geneously intermixed rather than separated into specific 
regions in Fig. 4(a). 

To interpret the complex pattern in the scatter diagram of 
Fig. 4(a), we took a closer look at the individual trajecto- 
ries. For launch velocities below 50 m/s, the Ceo becomes 
trapped in one of the local minima and never reaches the 

50 100        150 
v[m/s] 
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w 

FIG. 4 (color), (a) Scatter diagram showing the probable out- 
come of a (10,10) encapsulation through a large opening in the 
wall of a (10,10) nanotube. Initial conditions that do not lead 
to encapsulation are marked in white. Those leading to encap- 
sulation, with a sample trajectory shown in (b), are marked in 
red. Initial conditions and corresponding trajectories involving 
a temporary entry of the fullerene into the tube are shown in 
green if the final velocity has a negative x component (c) and in 
blue if the final velocity has a positive x component (d). 
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defect. The highest probability of a successful encapsula- 
tion with an axial launch (6 = 0°) is achieved at velocities 
ranging from 50 m/s :S v ■& 120 m/s. Axial launches 
with velocities exceeding =120 m/s overshoot the hole. 
CM encapsulation is still possible for fast launches, but 
requires large launch angles and involves one or several 
radial reflections off the wall, as shown schematically in 
Fig. 1(c). For a given nonzero launch angle, the largest 
launch velocity allowing the fullerene to enter the tube in- 
volves a straight trajectory with no radial reflections. This 
is the case for the trajectories depicted in Figs. 4(b)-4(d), 
for launch angles 0 **» 10° and v s 200 m/s. At lower 
launch velocities, a radial reflection from the tube wall 
causes the fullerene to overshoot the hole. As the veloc- 
ity is reduced further, the point of first radial reflection is 
shifted closer to the launch site, allowing the fullerene to 
successfully enter the nanotube again. At a constant launch 
angle such as 6 = 40°, we can distinguish up to seven al- 
ternating regions associated with "successful" and "unsuc- 
cessful" trajectories. Each of these contiguous regions in 
Fig. 4(a) can be characterized by the number of radial re- 
flections between the launch site and the hole edge. 

Maybe our most important result is the finding that, in 
the absence of inelastic scattering, the probability of suc- 
cessful encapsulation ("red" events) is largest in the veloc- 
ity range between 80-120 m/s and almost independent of 
the launch angle 6. This suggests that not the launch di- 
rection but rather the kinetic energy of the Ceo molecule 
decides the outcome. In view of the restricted motion of 
the Ceo molecule along the tube surface, which reduces 
the number of degrees of freedom, we find that this veloc- 
ity window translates into a kinetic temperature of the C«j 
close to 400 °C. 

It is remarkable that the optimum temperature for pea- 
pod formation, as predicted by our calculation, falls into 
the observed temperature range from (350-450) °C [4]. 
Previous explanations of this optimum temperature win- 
dow were based only on plausibility arguments suggesting 
a low Ceo mobility at low temperatures and a closure of the 
wall defects or fullerene fusion [17] under annealing condi- 
tions. We believe that the quantitative agreement between 
theory and observation also provides indirect evidence that 
the microscopic encapsulation mechanism involves defects 
in the tube wall. 

Our assumption that the microscopic degrees of free- 
dom are decoupled from the macroscopic motion of the 
Cgo molecule gained us 5 orders of magnitude in com- 
puting efficiency. Clearly, the possibility of energy trans- 
fer between the macroscopic and microscopic degrees of 
freedom introduces a damping mechanism. This new in- 
elastic channel could convert some of the green and blue 
trajectories, depicted in Fig. 4, into successful encapsula- 
tion events, thus further increasing the cross section for 
Ceo encapsulation. 
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In summary, we studied the microscopic formation 
mechanism of (Ceo)n@ (10,10) peapods by considering 
the fullerene entry through an extended vacancy in the 
wall and the open end of isolated or bundled tubes. Our 
total energy calculations indicate that the encapsulation 
process does not involve activation barriers. Extensive 
molecular dynamics simulations, performed under the 
different scenarios as a function of the Ceo launch velocity 
and direction, indicate that the most likely encapsulation 
occurs through a large opening in the tube wall, within a 
narrow range of launch velocities that agrees well with the 
experimentally observed temperature window. Increasing 
concentration of defects will improve the encapsulation 
efficiency up to the point where, due to a significant 
fraction of atoms missing or displaced, the tubes lose their 
structural integrity. 
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A study of band structure, stability and electron density distribution from selected crystal 

orbitals of polymerized Ceo forms was carried out. Linear chain, tetragonal and hexagonal layers, 

and three-dimensional polymer with a simple cubic lattice were calculated using an empirical tight- 

binding method. The hopping parameters were chosen to fit a theoretical X-ray emission spectrum 

of Ceo to the experimental one. Our results indicate that all calculated polymers are semiconductors 

with the smallest energy gap for hexagonal structure. Though the molecules Ceo are linked by strong 

covalent bonds, the crystal orbitals characterized by the electron density localization on an 

individual carbon cage are separated in the electronic structure of polymers. The suggestions about 

reactivity of the one-dimensional and two-dimensional tetragonal polymers were made from the 

analyses of crystal orbitals accompanied with the highest occupied (HO) and lowest unoccupied 

(LU) bands. The polymerized Ceo forms were found to be less stable than an icosahedral fullerene 

molecule. 

Introduction 

At ambient conditions solid C« is a molecular crystal, in which the molecules are 

orientationally disordered while their centers of mass form a regular face-centered-cubic (fee) 

lattice. At higher temperature and pressure the fullerite Ceo is polymerized forming the various 

crystal structures depending upon the synthetic conditions [1-5]. Treatment of the fullerite in the 

pressure range below 8 GPa and at temperatures about 750 K results in the formation of linear Ceo 

chains along the (110) direction of the original fee lattice leading to an orthorhombic phase. 

Increasing the temperature provides an additional intermolecular bonding in either (111) or (100) 

planes, and the synthesis of a rhombohedral or a tetragonal phase. These phases have a two- 

dimensional structure with the interlayer distance of 9.8 A [2, 3]. Above about 8 GPa very hard, 

three-dimensional polymeric structures are formed [6]. 

Studies by IR-, NMR and Raman spectroscopy showed the lowering in symmetry of the 

fullerene molecules and the presence of sp3 intermolecular bonds in the polymerized Ceo structures. 



The molecules C«) are linked with each other by [2+2] cycloaddition mechanism forming a four- 

membered ring between the neighbors [7-9]. Strong covalent bonding between the cages and, as a 

consequence, the reduction of number of 7t-electrons in COO change the electronic properties of the 

fullerite. So, the bands in the photoemission spectrum of polymerized Cßo film are shifted toward 

the Fermi level [10] decreasing the energy gap relative to that for the fullerite. At present, the 

techniques of producing the polymeric phase in the pure form and the quantities, sufficient for an 

experimental research of their electronic properties, are still developing. In this connection a study 

of the electronic structure of polymers by quantum chemistry is very important for prediction of 

their possible properties and applications. 

From tight-binding calculation a linear COO chain has been found to be semiconductive with 

a finite band gap of 1.148 eV and almost pure a-type intermolecular bonding [11]. Assuming the 

weak van der Waals interlayer interaction in the rhombohedral and tetragonal polymers a theoretical 

prediction on stability and conducting properties of these phases have been made by the result of 

tight-binding calculation of a single layer [12]. Different number of intermolecular covalent bonds 

in the tetragonal and rhombohedral structures was found to cause the distinction of band gap values, 

which were estimated to be 1.2 and 1.0 eV respectively. The investigation of the electronic structure 

of the three-dimensional rhombohedral C«) polymer has been carried out in [13] using the local- 

density approximation (LDA). The phase was found to be indirect semiconductor with band gap of 

0.35 eV. Although the LDA generally underestimates the energy gap, the difference between the 

rhombohedral and fee C«), about 0.7 eV, correlates well with the result of tight-binding calculations 

[12]. 

The goal of present contribution is to study the electronic band structure, stability and 

chemical bonding of the COO solids within the framework of a uniform quantum-chemical approach. 

All polymers known to date: one-dimensional, two-dimensional tetragonal, two-dimensional 

hexagonal and three-dimensional cubic structures are considered. The polymers are calculated using 

an empirical tight-binding method, which was specially parameterized to reproduce correctly the 

electronic density of states (DOS) in the valence band of fullerenes C«) and C70. 

Computational details 

Using an empirical tight-binding approach to study of electronic structure of any compound 

it is necessary to choose matrix elements for correct description of the interelectronic interactions. 

As the fullerite is an allotropic form of carbon, the parameters obtained by fitting the band structure 

of bulk graphite were used as the initial ones [14]. These parameters were checked against the X- 

ray fluorescence spectra of fullerites C^ and C70 [15]. 



An X-ray emission arises as a result of electron transitions from valence shell of a 

compound to core-located vacancies. Since these transitions are governed by the dipole selection 

rules, CKoc spectrum corresponds essentially to the density of states of carbon 2p electrons. The 

theoretical CKa spectra of C60 and C70 were plotted by the results of tight-binding calculations of 

the fullerenes molecules. A comparison between the experimental spectrum of fullerite and the 

theoretical spectrum of free molecule is possible because of the weakness of intermolecular 

interactions in the solids, as evident from the insignificant band dispersion in the fullerite Ceo [16]. 

The intensity of a separate spectral line was calculated as a sum of squared modules of the 

coefficients with which 2p-atomic orbitals (AO) contribute in the molecular orbital (MO). For each 

occupied MO the calculated contribution is represented as a line, which position on the energy scale 

within the Koopmans' theorem gives the one-electron energy of corresponding MO. The resulting 

spectral profile was obtained by broadening the vertical lines by a 0.3-eV full-width-at-half- 

maximum Gaussian function. 

Comparison between the experimental CKa spectra of fullerites Ceo and C70 and the 

theoretical spectra of molecules calculated with the parameters set [14] is shown in Fig. l(a, b). The 

theoretical spectral profiles do not correlate with the experimental ones in the one-electron energy 

region bellow 0. The reasons of such discrepancy were found from the analysis of calculation 

results to be inadequate interaction of the 7C-electrons and the underestimating of s- and p-states 

hybridization of in the cage fullerene molecules. The hopping parameters Vpp„ and Wspa, which are 

responsible for these interactions, were fitted to the best agreement between the theoretical and 

experimental X-ray spectra of Ceo- The spectrum of Ceo molecule, calculated with a set of 

parameters Es = -3.65 eV, Ep = 3.65 eV, Vssa = -3.63 eV, V„„ = 4.50 eV, Vppa = 5.38 eV, Vpp„ = - 

3.04 eV, reasonably reproduces the number of main spectral features, their relative intensities and 

energy separations in the experimental spectrum (Fig. 1(c)). Using the new parameter set we 

calculated the CKa spectrum of C7o molecule. Quite well agreement between experimental and 

theoretical spectra for this compound (Fig. 1(d)) confirms the ability of chosen parameters to 

correctly describe the electron interactions in fullerenes molecules. These parameters would be 

expected to take into account the specificity of cage carbon structures such as spatial peculiarities 

and electronic states of atoms. 

The total energy of the carbon systems was calculated as: 

Etot = Ebs + Erep, w 

where Ebs is the sum of electronic eigenvalues over all occupied electronic states and Erep is a short- 

ranged repulsive energy. The electronic eigenvalues are obtained by solving the empirical tight- 



binding Hamiltonian, the off-diagonal elements of that V„a, Vspa, Wppa, and Ypp}t were scaled with 

interatomic separation r as a function s(r). The repulsive energy Erep was calculated using the 

expressions given in [17]: 

^-Dfcw] (2) 

where firy) is a pairwise potential between atoms i and;', and/is a functional expressed as a 4th- 

order polynomial. The pairwise potential <p(r) and scaling function s(r) are parametrically expressed 

by [18]: 

<Kr) = <t>o-(do!r)mexp(m-(-(r/dcr+(d0/dcr)) (3) 

j(r) = (r0/r)"-exp(pi-(-(r/rcr+(r0/rer)) (4) 

The change of V^ and Wppn values required of the re-parameterization of these functions. 

The parameters were chosen by fitting the dependence of cohesive energy versus nearest-neighbor 

interatomic separation for graphite and diamond [18]. The resulting parameters for the functions 

<fi(r) and s(r) and the polynomial coefficients are given in Table 1. Using these parameters gave the 

bond lengths of 1.542 and 1.446 Ä in diamond and graphite at equilibrium. These values 

satisfactorily correlate with the experimental ones 1.546 and 1.420 Ä respectively. 

Electronic DOS was calculated by a histogram method, in which an energy interval is split 

into the cells with width of AE, and number of states N, is computed in each of the cells. The 

integration over the irreducible wedge of the Brillouin zone was done using 36 k points and 0.1 -eV 

Gaussian broadening. 

Results and discussion 

One-dimensional, two-dimensional tetragonal and hexagonal polymers of Ceo are depicted 

in Fig. 2. The neighboring fullerene cages are linked by the four-membered rings from carbon 

atoms at a fusion between two hexagons of a molecule. Each C^ molecule in the polymeric chain is 

connected to two neighbors and belongs to symmetry point group Dy,- In the tetragonal and 

hexagonal layers each individual molecule having 4 or 6 neighbors belongs to the symmetry point 

group Ü2h or Du respectively. Three-dimensional cubic polymer was constructed by the attachment 

of two COO molecules in perpendicular direction to the tetragonal layer. The atomic coordinates in 

the distorted carbon cages were obtained from the results of geometry optimization of a linear 

trimer (C«))3 by quantum-chemical semiempirical PM3 method [19]. A unit cell of the polymeric 

chain is the central COO fragment of the trimer. The geometry of this fragment has the most deviation 



from an icosahedral one near the four-membered rings. Conserving this deviation near each unking 

ring the atomic coordinates for other polymers were generated according to the point group 

symmetry of C60 cage in a unit ceU. An intramolecular bond length of 1.55 A taken also from [19] is 

characteristic for the carbon compounds in the j/?3-hybridization. 

Linear Cßo chain 
Molecular orbitals of the icosahedral C6o may be divided into two types: radial p-orbitals 

directed towards the center of the carbon cage and tangential x-orbitals aligned with the local 

normal of the cage surface. According to the results of calculation using various quantum-chemical 

methods, the highest occupied MO (HOMO) of fullerene is a fivefold degenerated orbital with h„ 

symmetry and the lowest unoccupied MO (LUMO) is a threefold orbital with ti„ symmetry. These 

MOs are p-type orbitals. Distortion of the fullerene molecule during polymerization changes its 

electronic structure. The energy levels of icosahedral C60 and the Ceo fragment isolated from the 

linear chain are compared in Fig. 3. A deviation from the icosahedral structure causes the splitting 

of the degenerated MOs and, therefore, the energetic broadening of p- and t-orbital blocks. The 

splitting depends on the extent of molecular distortion. 

The covalent bonding of the C60 cages in the polymeric chain results in the dispersion of 

energy levels (Fig. 3(c)). The characteristic peculiarity of the polymer valence band is the presence 

of two groups, A and B, of crystal orbitals (CO) accompanied with the bands having very little 

dispersion. The pattern of electron density distribution for one of such COs is depicted in Fig. 4. 

Electronic density from this p-type orbital is mainly localized on twelve hexagons of carbon cage, 

while on the atoms providing the intermolecular bonding it is practically equal to zero. The number 

of similar localized COs may be suggested to depend on the extent of Ceo cage distortion and the 

crystal structure of a polymer. 
According to the band structure calculation, the linear C60 chain is a semiconductor. A direct 

band gap at the T point is about 2.180 eV; therefore, the polymer chain formation narrows the 

icosahedral Ceo HOMO-LUMO gap by 0.921 eV. The HO and LU bands of Ceo chain are not 

degenerate. Width of the LU band is about 0.125 eV indicating a small value of the transfer integral 

of p-electrons along the polymer chain. As the LU band is separated from higher states by 0.131 eV, 

the electron doping of the one-dimensional Ceo polymer will make a single-band conducting system. 

Analysis of the electron density distribution from the COs accompanied with the HO and LU bands 

(Fig. 5) can predict the reactivity of C60 polymer. The atomic size is proportional to the sum of 

squared coefficients with which carbon AOs participate in the CO formation. The higher electron 

density on atoms 1, 2 for the HO and 3, 4 for the LU crystal orbitals will result in the further 

attachment of Ceo molecules to the double bonds with formation of the two-dimensional tetragonal 

polymer. 



Two-dimensional tetragonal polymer 

The calculated band structure of the two-dimensional tetragonal polymer near the Fermi 

level is shown along the symmetric directions of the square Brillouin zone (Fig. 6). The top of the 

valence band is found to be at the center of the Brillouin zone and the bottom of the conduction 

band is at the M point. The fundamental energy gap between these band extremes is 1.852 eV. The 

LU band in the tetragonal polymer is separated from higher states as that in the polymer chain, 

though its dispersion increases up to 0.286 eV indicating the stronger intramolecular overlapping of 

p-electrons. Two blocks of COs (A and B) characterized by the localization of electron density on 

the individual C«) cages are positioned in the energy interval from 2 to 0 eV. Increasing the 

neighboring molecules in the tetragonal polymer reduces the total number of localized orbitals in 

the valence band near the Fermi level compared to the linear COO chain. 

Structure of the frontier COs is schematically shown in Fig. 7. Both orbitals are 

characterized by the higher electron density on the central double bonds of a C«) fragment. 

Therefore, we expect the attachment of the additional fullerene molecules to the tetragonal structure 

along z direction in the chosen coordinate system (Fig. 6.) with the formation of three-dimensional 

cubic polymer. Low electronic density on atoms 3 and 4 explains the small dispersion along the XM 

direction for the highest branch of the valence band. 

Cubic polymer 

The consideration of the three-dimensional cubic polymer after the two-dimensional 

tetragonal is caused by the increasing of a coordination number within the same point group 

symmetry of the Coo fragment. In the cubic polymer the COO cage being D^ symmetric have the 

greatest number of neighbors. The band structure calculation shows that the cubic polymer has a 

direct energy gap of 2.235 eV at M point of the Brillouin zone (Fig. 8). Increasing the neighbors up 

to six in the polymer extends the energy gap by 0.05 and 0.38 eV in comparison with the one- 

dimensional and two-dimensional tetragonal structure, respectively. 

The formation of covalent bonds along the additional direction enhances the intramolecular 

overlapping of p-electrons and, therefore, their energy broadening. As a consequence the energy 

dispersion of the LU band increases up to 0.956 eV and, furthermore, all the unoccupied states form 

one continuous conduction band. Electronic structure of the cubic polymer is characterized by the 

further narrowing of the energy interval in which the higher occupied bands are positioned. Among 

these bands only two small-dispersed bands (A and B) are selected. The fifth and sixth neighbors in 

the cubic polymer are attached to the bonds shared by the central hexagons, that remains in the 

structure of the COO fragment only 8 slighdy deformed hexagons. The p-electronic density is 

localized on these small sections (Fig. 9), while in the one-dimensional and two-dimensional 



tetragonal polymers the p-electrons are distributed on the areas composed of 6 adjacent hexagons. 

Spatial separation of the p-electrons in the cubic polymer reduces their intermolecular interaction 

that results in the narrowing of the higher occupied bands distribution. 

Two-dimensional hexagonal polymer 
Among considered polymeric structures the two-dimensional hexagonal polymer is the most 

intriguing because of the high-symmetry Ceo fragment is strongly distorted around the molecular 

equator due to the formation of 12 covalent bonds. The band structure of the hexagonal polymer is 

shown in Fig. 10. The polymer has indirect 0.577 eV gap between the extremes at K and T points. 

This value is minimal in the series of calculated Ceo polymers. The LU and HO bands are twofold- 

degenerated in the center of the Brillouin zone. The bands of the polymer show considerable 

dispersion along all symmetry directions. Only one small-dispersed band near 0 eV can be selected. 

The electronic density from the CO corresponding to this band is localized on the areas composed 

of 4 adjacent hexagons from the top and bottom parts of the Qo fragment (Fig. 11). The p-electrons 

of the COs accompanied with the HO and LU bands were found to localize on the tops of the 

slightly deformed pentagons. The Ceo fragments in the hexagonal layer are closely packed that 

makes it possible to the intermolecular interaction of p-electrons through the small tetragonal 

cavities. It is the reason of the large dispersion of the HO and LU bands along the TK direction of 

the Brillouin zone. 

Analysis of electronic density of states 
The calculated electronic DOS for the icosahedral Ceo molecule and the polymerized Ceo 

structures are compared in Fig. 12. The electron distribution near the Fermi level is the most 

interesting. The feature A in the DOS of Ceo molecule originates from the HOMO of hu symmetry 

and the feature B corresponds to two lower energy orbitals having hg and gg symmetry. From the 

icosahedral molecule to the hexagonal polymer the intensity of these features is gradually 

decreased. The feature A is considerably broadening, while the width and intensity of the feature B 

are less varying. The two-dimensional hexagonal polymer is characterized by the most noticeable 

changes of these features, that is due to the largest change of p-system of the icosahedral Ceo when a 

hexagonal layer is formed. This considerable change is also the cause of the smallest energy gap 

between the bands, which density forms the feature A and B, and the deeper occupied bands. The 

feature A and B in the electronic DOS are associated with the bands from the blocks A and B, 

therefore, the decreasing of their intensities reflects the reduction of the number of localized 



Orbitals. The localization of electron density from the higher occupied COs on the individual Qo 

cage of the cubic polymer gives the intense feature near the Fermi level. 

The population analyses have shown that the intermolecular bonds in the C«) polymers are 

almost pure o-bonding. The orbitals providing the a-bonding between carbon cages are positioned 

in the depth of valence band about of 8-9 eV below the Fermi level. The examples of such type COs 

in the one-dimensional and hexagonal polymers are given in Fig. 13. Two orbitals, which are 

differed by a sign of the AOs overlapping in the four-membered ring, are divided in the electronic 

structure of the linear C«) chain. As evident from Fig. 13(a), radially directed AOs form the p-type 

orbital. In the electronic structure of the tetragonal polymer there are COs providing the a-bonding 

between molecules or simultaneously along the both crystallograpbic directions (x, y) or along a 

particular one. The intermolecular a-bonding COs of the hexagonal polymer can be as pure p-type 

orbitals (Fig. 13(b)) so a combination of radial and tangential AOs (Fig. 13(c)). Through the former 

orbital, the AOs of the atoms composing the four-membered rings have the positive overlapping 

between molecules and negative overlapping on the other directions. The latter CO being 

completely bonding is energy deeper orbital. 

Energy of the polymeric structures 

The calculated HO-LU band gap and energies Etot, Ebs, and Erep for the polymerized fullerite 

forms are compared with those for free COO molecule in Table 2. The total energy of each of the 

considered polymeric structure is higher than that of the fullerene molecule. With increasing the 

neighbors in a polymer its total energy increases, except that for the three-dimensionally 

polymerized Ceo. Analysis of the Ebs and Erep values shows that the less stability of the hexagonal 

polymer compared to the cubic one is caused by the stronger short-range repulsion in the former 

structure. Actually, the more closely packing of the CM cages in the hexagonal layer than in any 

plane of the cubic structure leads to the additional interactions, in particular, the intermolecular p- 

electron overlapping. The change of the total energy with the polymerization correlates with the 

change of the HO-LU band gap: than the band gap is smaller that the polymer is less stable. 

Conclusion 

The tight-binding method was parameterized to correct reproducing the 2p-electron density 

distribution in the valence band of the fullerite C«) and C70. The determined parameters can be used 

later for the electronic structure calculation of various cage carbon compounds. Using new 

parametric scheme a systemic study of electronic band structure of four polymerized phases of COO, 

which are known to day, was carried out. For the tetragonal and rhombohedral phases only one 



I layer was calculated assuming the insignificant influence of van der Waals interactions between 

L layers on the electronic energy bands and crystal orbitals. 

P Polymerization of fullerene Ceo results in the narrowing of HOMO-LUMO gap that is 

caused by the splitting of degenerated MOs of the icosahedral Ceo due to its distortion and the 

formation of intermolecular bonds. All considered polymers were found to be semiconductive with 

the smallest band gap for the two-dimensional hexagonal polymer and the largest one for the cubic 

polymer. A change of the band gap with the number of neighbors and the type of their connection in 

the polymer correlates with the calculated total energy values. The polymerized fullerite forms were 

found to be less stable than free Ceo molecules. Among the polymers the linear Ceo chain is 

characterized by the greatest energy stability. 

Near the Fermi level the p-type crystal orbitals, which electronic density is localized on 

individual Ceo cages, were revealed for all calculated polymers. The number of such orbitals 

decreases when the number of neighbors and the extent of C60 fragment distortion increase. The o- 

bonding between Ceo molecules was found to provide by the crystal orbitals located about of 8-9 eV 

below the Fermi level. Furthermore, due to the small-size cavities in the hexagonal layer, 

intermolecular interactions are also provided by the highest p-orbitals. The analyses of the frontier 

orbitals in the polymeric chain and the tetragonal structure showed the further attachment of 

fullerene molecules should result in the formation of the tetragonal and cubic polymer, respectively. 
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Figure captions 

Fig. 1. Comparison of the theoretical CKct spectra (profile 1) of C60 and C70 calculated with the old 

(a, b) and new (c, d) parametric set with the experimental X-ray spectra (profile 2) of the fullerite 

Ceo (a, c) and C70 (b, d). 
Fig. 2. The fragments of linear Ceo chain (a), two-dimensional tetragonal (b) and hexagonal (c) 

polymers. 

Fig. 3. Energy levels of the icosahedral C60 molecule (a), the distorted C6o cage from the linear 

polymer (b), and the band structure of the liner C60 polymer (c). The small-dispersed occupied 

bands are marked by A and B. 

Fig. 4. Schematic structure of the crystal orbital (a) corresponding to the small-dispersed band of 

the linear C6o chain, the electron density from such type orbital are mainly localized on dashed 

hexagons (b). 
Fig. 5. Schematic representation of the frontier occupied (a) and unoccupied (b) orbitals of the 

linear Ceo chain. A circle size correlates with the 2p-AO participation in the construction of a given 

MO. 
Fig. 6. Calculated band structure of the tetragonal polymer. The small-dispersed bands near the 

Fermi level are marked by A and B. Also is shown the Brillouin zone corresponding to the C6o 

monolayer. 
Fig. 7. Schematic representation of the frontier occupied (a) and unoccupied (b> orbitals of the 

tetragonal Ceo polymer. A circle size correlates with the 2p-AO participation in the construction of a 

given MO. 
Fig. 8. Calculated band structure of the three-dimensional Ceo polymer. The first Brillouin zone of 

the simple cubic lattice is also shown. 

Fig. 9. Schematic representation of the crystal orbitals accompanied by the band, which are marked 

by A and B in the Fig. 8. The hexagons, on which the electron density is localized, are dashed. 

Fig. 10. Calculated band structure of the hexagonal C6o polymer around the Fermi level. The two- 

dimensional Brillouin zone is also shown. 

Fig. 11. Schematic representation of crystal orbital accompanied by the small-dispersed band from 

the electronic structure of the hexagonal polymer. The electronic density from this orbital is 

localized on the dashed hexagons. 

Fig. 12. Calculated electronic density of states for icosahedral Ceo molecule (a), linear C<5o chain (b), 

two-dimensional tetrahedral (c) and hexagonal (d) polymers, three-dimensional Ceo polymer (e). 

Fig. 13. The examples of the crystal orbitals providing a-bonding between neighboring Ceo cages in 

the liner polymer (a) and the hexagonal layer (b, c). 



Table 1. Parameters for the functions s(r), far) and coefficients of the polynomial/^. 

n nc Tc(A) r0(A) 

2.0 6.5 2.18 1.536 

<t>o (eV) m tnc dc(k) d0 (A) 

4.165 4.203 8.185 2.105 1.640 

Co Cl C2 c3 c. 

-2.590 0.572 -1.789X103 2.353xl05 -1.242X10'7 



Table 2. Energetic characteristics of icosahedral COO molecule and the polymerized fullerite forms: 

the calculated HO-LU band gap (Eg), total (£to,), electronic (Ebs) and repulsive (Erep) energy. 

Structure Eg(e\) ErepieV/atom) EbS(e\/atom) £fo<(eV/atom) 

icosahedral C<so 3.101 12.175 -28.265 -16.090 

linear chain 2.180 11.607 -27.612 -16.005 

tetragonal layer 1.852 11.171 -27.093 -15.922 

hexagonal layer 0.577 11.468 -27.119 -15.651 

cubic 2.235 10.842 -26.707 -15.865 
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Coherent one-photon (2o>) and two-photon (a>) electronic excitations are studied for graphene sheets and 
for carbon nanotubes using a long-wavelength theory for the low-energy electronic states. For graphene sheets 
we find that a coherent superposition of these excitations produces a polar asymmetry in the momentum space 
distribution of the excited carriers with an angular dependence that depends on the relative polarization and 
phases of the incident fields. For semiconducting nanotubes we find a similar effect which depends on the 
square of the semiconducting gap, and we calculate its frequency dependence. We find that the third-order 
nonlinearity, which controls the direction of the photocurrent is robust for semiconducting tubes and vanishes 
in the continuum theory for conducting tubes. We calculate corrections to these results arising from higher- 
order crystal-field effects on the band structure and briefly discuss some applications of the theory. 
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I. INTRODUCTION 

The magnitude and direction of photocurrents in semicon- 
ductors are ordinarily controlled using applied bias voltages. 
Interestingly the direction of a photocurrent in a semiconduc- 
tor can also be controlled without bias voltages through 
phase coherent control of the incident optical fields. In a 
typical experiment an initial and final state are simulta- 
neously coupled using two coherent excitations: one photon 
excitation at frequency 2 a) and two photon excitation at fre- 
quency v. The coherent superposition of these two excita- 
tions can lead to a polar asymmetry in the momentum space 
distribution of the excited photocarriers and therefore to a net 
photocurrent. The effect has been discussed theoretically 
and observed experimentally in photoyield from atoms and 
for photocurrents in semiconductors. Recently, two of us 
have proposed that for carbon nanotubes this effect could 
provide directional control of a photocurrent along the tube 
axis5 and even suggests a novel method for biasing the dif- 
fusion of ionic species which intercalate within the nano- 
tubes. 

In this paper, we study the excitations that lead to this 
effect both for graphene sheets and for carbon nanotubes. In 
both these systems the low-energy electronic properties rel- 
evant to most solid state effects are determined by an inter- 
esting feature of the band structure. The isolated graphene 
sheet has only an incipient Fermi surface; it is actually a zero 
gap semiconductor where the conduction and valence bands 
meet at precise points in momentum space. The carbon nano- 
tube is a cylindrical tubule formed by wrapping a graphene 
sheet and for metallic tubes the "zero gap" feature manifests 
itself in a peculiar doubling of the low energy electronic 
spectrum with "pairs" of forward and backward moving ex- 
citations at both kF and - kF.6 In either case, the low-energy 

electronic spectra are described by a two-component Dirac 
Hamiltonian.6 

In this paper, we develop the theory of phase coherent 
one- and two-photon excitation within this model. The appli- 
cation to the graphene sheet turns out to be a useful peda- 
gogical model, which is unusual for a semiconductor and 
nicely illustrates the origin of phase coherent control of pho- 
tocurrents for a graphene derived system. For graphene it is 
inappropriate to analyze the third-order nonlinearity by anal- 
ogy with the third-order response in atomic systems, as has 
been done previously for semiconductors.4 Instead, we find 
that the third-order response probes the rather unique geom- 
etry of the extended low-energy electronic eigenstates which 
occur within the graphene sheet. The application of the 
model to a carbon nanotube shows, interestingly, that the 
third-order nonlinearity is suppressed for excitations between 
the lowest subbands of any conducting nanotube and van- 
ishes completely for transitions between the lowest subbands 
of a conducting "armchair" tube, but it is nonzero and ro- 
bust for the gapped subbands of a semiconducting tube. In 
fact, the effects we calculate are significantly stronger for 
semiconducting nanotubes than for a conventional semicon- 
ductor. In principle this effect might be used to distinguish 
conducting and semiconducting tubes in a compositionally 
mixed sample. Other possible applications of the idea will be 
discussed later in the paper. 

In this paper, we briefly review the effective mass theory 
for the graphene sheet in Sec. n. In Sees, m and IV, we 
derive the interaction terms in the long-wavelength theory, 
which couple the electrons to time varying electromagnetic 
fields and present a calculation of the coherent third-order 
nonlinear optical excitations using this model. Section V ap- 
plies the results to study the third-order response of an iso- 
lated infinite graphene sheet. In Sec. VI, we use the theory to 
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G2 

FIG. 1. Direct and reciprocal space structures of the graphene 
lattice. The primitive cell contains two sublattice sites labeled A and 
B in the left panel. The right panel shows the first star of reciprocal- 
lattice vectors and the first Brillouin zone. The long-wavelength 
theory expands the electronic Hamiltonian for momenta near the K 
and K' points at the Brillouin-zone corners. 

study third-order effects for conducting and semiconducting 
carbon nanotubes. A discussion and some applications of the 
results are presented in Sec. VDL 

H. EFFECTIVE MASS THEORY 

In this section, we briefly review the effective mass de- 
scription of the low-energy electronic states. The theory is 
developed for an ideal graphene sheet, a section of which is 
shown in Fig. 1. The primitive cell of this structure contains 
two atoms, labeled A and B in the figure. The lattice is un- 
changed after a translation by any combination of the two 
primitive translations vectors 

r, = a(l,0), 

''2=a\2'Tj' (1) 

where the bond length d=a/^ß. We introduce a pair of 
primitive translation vectors for the reciprocal lattice Gt such 

that G, ■ fj=2 irSij, yielding 

4TT IJ3 
G,= 

yj3a\ 2 

4ir 
G2=-7r(0,l) yJ3a 

(2) 

which generate a triangular lattice in reciprocal space. 
The critical points K(K') are important to our discussion, 

and they occur at the corners of the Brillouin zone of this 
reciprocal lattice at the positions 

4TT/1   yß' 
K^(Gl + 2G2)=3a[r2 

1       -      -       4TT 
r=-(-G1+G2)=- 

1   >/3' 

2'T (3) 

The "bonding" and "antibonding" IT electron bands meet 
precisely at these K(K') points in reciprocal space. This 
band touching is required by symmetry for this system and it 

is correctly described by the simplest model for 
propagation within the graphene sheet which is i 
binding model in which the hopping of an electron b 
neighboring sites is set by a single energy, t. Thus, w 

tt
fiv=(<Pp.\H\<f>v)-t (nearest-neighbor  fiv) 

= 0 (otherwise). 

Working in the sublattice basis and at crystal mome 
we have the Hamiltonian 

H(k) 

= t\ 
0 

1+ett-f2+ett.(fa-f,) 

l+e-*T2 + e-ik-(T2- 

0 

If we set k=K+q and expand the Hamiltonian for 
we obtain the long-wavelength Hamiltonian 

HK(l) = 
fital     0 qx+iqy 

2  \ix-iqy 0 
= hvF<r*-i 

where cr are the 2X2 Pauli matrices. A similar ex] 
near the K' point yields 

Hgt— —hvpcr-q. 

Identifying each of the critical points with the index a 
a= 1 denotes the K point and a= — 1 denotes the K 
these Hamiltonians can be rotated into diagonal for 
the unitary operators 

ojS>~k 
1 

■ae~iaB   ae 

1 
-iat 

where 0=tan~l(qy/qx). Thus, 

Ul(q)Ha(q)Ua(q) = hVFi 
■\q\ 0 

Ifl 
so that Eqs. (6) and (7) describe pairs of bands that 
linearly away from the critical K and K' points. N< 

that Ha(q)=HH.a(-q) as expected. Equations (6) 
and the unitary rotations in Eq. (8) provide the appj 
description of all the low energy electronic excitati 
quired for this problem. 

ID. GRAPHENE-FIELD INTERACTION HAMILTC 

In this section we collect several results we neec 
scribe the coupling of electrons described by Eqs. (6) 
to the electromagnetic potentials. For a particle of cl 

interacting with the electromagnetic vector potential 

scalar potential $ the momentum and energy are si 

->p- QÄIc and £-»£-ß4>.7 Thus, the interaction 
tonian that couples the Dirac particle to the time 
vector potential (Ax ,Ay) is 

Ha,int= - avFQ(Axax- aAy<ry)lc. 
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This interaction operator can also be obtained by calculating 
the velocity operator from the commutator of the position 
operator with the unperturbed Hamiltonian: 

and therefore 

va
z=^{Ha,r\ 

t=avF(ax,-aa-y) 

(11) 

(12) 

so that HaJnt=-ja-A/c. 
It is useful to rotate the interaction Hamiltonian (10) into 

the band basis using the unitary operators in Eq. (8). To do 

this we write q = (qx^yV\^\ md compute Haint 

= Ul(q)HaJnl(q)Ua(q) giving 

eVfl 
#«,i„,(<M)= — 

-q-A — laz 

c   \iaz-(qXA) 

(qXA)\ 

q-A        I' 
(13) 

This demonstrates that the coupling between the Bloch elec- 
trons and the vector potential depends on the angle between 
v and A and that the interband matrix elements [which are 
the off-diagonal terms in Eq. (13)] vanish when the two are 
collinear. Indeed, Ha(q) and HaMt(q,A) commute along 
these special lines in reciprocal space, so that interband tran- 
sitions are forbidden along this trajectory. This peculiar fea- 
ture can be traced to the absence of a mass term in the ef- 
fective Hamiltonians in Eqs. (6) and (7) which would 
ordinarily mix the plane-wave solutions to Eqs. (6) and (7) 
and thereby allow interband transitions by coupling with the 

long-wavelength current operator. When v and A are not 
collinear interband transitions are allowed and the transition 
amplitudes are fixed by the mismatch in their orientations in 
the graphene plane. This has interesting consequences for 
coherent control of nonlinear optical processes in the nano- 
tubes, as we show below. 

IV. NONLINEAR OPTICAL EXCITATIONS 

In this section, we present a calculation of the transition 
probabilities for the third-order nonlinear optical excitations 
among the electronic states given by the models in Sees. II 
and IE. We introduce time varying fields of the form 

Ä(h)=Ai0e-i'l"+i^+Ä2ae-2i0"+i^+c.c.      (14) 

and study the response of the system to third order in these 
exciting fields. Asymmetries in the photocurrent are con- 
trolled by the coherent excitation of electrons from an initial 
state to a final state by one photon (2 to) and by two one 
photon (co) processes. The coherent mixing of these two 
processes is studied by evolving the density matrix to third 
order in the exciting fields and isolating the terms propor- 

tional tO Aa^.aA-2a- 
It is convenient to study the time evolution of the one 

particle density matrix P=(VHr)V(?)). The Hamiltonian 
for our system is #„+#«,,„, and we work in the Heisenberg 
representation so that 

dp    i 
-^=^[Ha>inl(t),p], (15) 

where Ha is the free particle Hamiltonian and HaJnl(t) 
= eiH"'HaMe~iH"'. In the band basis the density matrix in 
the initial state has the form 

p0=p(f =-«=) = 
1    0 

0   0 
(16) 

since only the negative energy states of the Hamiltonians (6) 
and (7) are initially occupied. 

We expand the density matrix order by order in the excit- 
ing fields 

p(0 = Po+Pi+P2+P3+---- (17) 

Integrating Eq. (17) to first order in the applied fields gives 

ievFl     0 F,(0\ 
Pl~ he \-Ff(t)       0   /' 

(18) 

where 

Fl(ty- 
<*£-(gxA>-f(A+tt,)'+''*1 

— A — co—iS 

— A + w—iS 

az-(qXÄ2Je-^+2a,)'+i^ 

-A-2<o-iS 

«z-(gXA.2>-|<A-2»)'-<*» 
-A + 2o)-iS 

+ 

+ ,        (19) 

where A-2vFq and S is a positive infinitesimal. 
The second-order terms p2 include the lowest-order 

changes to the occupation probabilities which can be induced 
with excitation by the w or the 2 a fields 

(p2)22=-(p2)ll = -7T?[laZ'-^><ij|25(A"Ü,) 

+ |*£-(9XA2J|2<5(A-2a>)J (20) 

as well as oscillating nonlinear off-diagonal coherence terms 

ie2vF 

tou-p^M. (21) 

Anticipating the situation 2co~ A, the most important contri- 
bution to F2(t) has the form 

FiW-       (-A + <u-i<5)(-A+2a>-/<5)       "  *   ; 

The second-order coherence term in Eq. {22) leads to a tran- 
sition rate, which is third order in the applied fields and is the 
source of the polar asymmetry of the photocurrent, 
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♦     >^r*    ^M^r*   >Jr< »     > I < » 

PRB 6 

A9-0 AS 11/6 A9«K/4 A8 «n/3 A9-S/2 

FIG. 2. Angular distributions of the transition rates given by Eq. (23). In each panel the Äa is polarized along the horizontal direction (th 
direction of the arrow in each plot) and A 0 is the angle between the A2u and Aa fields. The polar plot gives the transition rate as a functio 
of the angle of the Bloch wave vector q with respect to the direction of Aa. These angular distributions are superimposed on the anguli 
distribution for the direct transition rate, which is given by the second term in Eq. (20). The solid curves correspond to (p^^X*, dashe 

curves to (p^J^O when cos(^—2^)>0. 

(P3)22- 
&ire3v3

F 

A/l3c3 
Rei(az-qXA2J(q-A.J 

X(az-qXÄ.Jel(^-2^]S{A-2a)).   (23) 

Equation (23) contains a factor of two from the sum over the 
(physical) spins. Equation (23) presents the main result of 
the paper. It shows that the transition rate depends on the 
polarization and phases of both exciting fields and the Bloch 
wave vector q. We will explore the consequences of the 
geometric structure of this result for the graphene sheet and 
for carbon nanotubes in the following two sections. For the 
moment, we note that the result is odd in the direction of the 
Bloch wave vector q and even in the critical point index a (it 
depends on a2) and therefore the symmetry breaking non- 
linearity is nonzero after integration over the full Brillouin 
zone. 

V. APPLICATION TO GRAPHENE 

In this section, we apply the formalism developed in Sec. 
Ill to study the coherent optical control of photocurrents for 
a single-graphene sheet The model nicely illustrates the se- 
lection rules which apply in this geometry, and the results 
can be extended to analyze the more complex situation for 
the nanotube, which will be presented in Sec. VI. 

We note that both Eqs. (20) and (23) contain terms that 
describe transitions from the valence to the conduction band 
at the frequency 2w=A. Equation (20) is the ordinary linear 
absorption in the material. Interestingly, we see that the an- 
gular distribution of the excited photocarriers is not isotropic 
but rather follows a sin2 tf> dependence with respect to the 
polarization of the exciting radiation. Nevertheless, this an- 
gular distribution has even parity and thus does not produce 
a net current. On the other hand, Eq. (23) gives an angular 
distribution that breaks the inversion symmetry of the 
graphene sheet The symmetry breaking is actually implicit 
in die coherent superposition of the exciting fields. We will 
estimate the prefactors to compare the relative strengths of 
these terms for accessible laboratory fields later in the paper; 
for the moment we note that the nonlinear terms in Eq. (23) 
typically contribute ~ 10~3 of the total transition rate, and 
thus the induced anisotropy while nonzero (and we believe 
measurable) is a subtle effect 

The angular distribution in Eq. (23) is controlled by the 

relative polarizations and phases of the incident Aa and A2 

fields. Figure 2 displays polar plots of the angular distribu 
tions for the situation where the amplitudes are in phase [i.e. 

Aa and A2a> in Eq. (14) are presumed to be real] for variou 
incident polarizations. Note that the underlying electronii 
dispersion relations are completely isotropic in the linearize* 
theory, and thus only the relative polarization of the tw< 
exciting fields is relevant for the interference pattern. In al 
cases Au is taken to be polarized along the horizontal direc 
tion shown by the arrow in the plots. In each plot, we ob 
serve a node in the current distribution along this direction 
This follows from the symmetry of Hb

ainl in Eq. (13), whicl 

shows that interband coupling is prohibited for q parallel b 

A. Nonetheless, the situation for collinear a> and 2to excita 
tion clearly shows the asymmetry between the "forward' 
and "backward" distribution of the photocurrent The situa 
tion is more interesting when the exciting fields are noncol 
linear. We observe that the angular distribution develops i 
"three lobe" structure. Ultimately, when the exciting field 
area mutually orthogonal, we recover the "two lobe" patten 
with the angular distribution rotated by ir/2 with respect t< 
the polarization of the incident <a field. It is useful to quan 
tify the anisotropy of the distribution by calculating the av 
erage polarization of the net photocurrent (cos <f>) and (sin 4 
averaged over this distribution. One finds 

1 
(cos <£)=-cos 0 

(sin<£) = --sin0 (24 

so that when the 2 a» field is tipped by an angle 9 with respec 
to the a) field, the photocurrent is oriented in the direction 
- 6. Finally, the "sign" of the effect is determined by th< 
relative phases of the two exciting fields. Note that the phasi 
delays 4>, and fa in the exciting fields of Eq. (14) modulato 
the transitions rates4 in Eq. (23) in the combination 

(p3)22-*(P3)22COS(<£2-2<£i)- (25! 

This does not change the qualitative features of the angula 
distribution but it can modify both its magnitude and it! 
overall sign. 
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Thus the angular distribution in the collinear case A 0=0 can 
be reversed by advancing the phase of the <o fields by ir/2. 

VI. APPLICATION TO NANOTUBES 

A. Low-Energy Theory for Semiconducting Tubes 

In this section, we apply the formalism of Sec. HI to study 
phase coherent control of a photocurrent on a carbon nano- 
tube. The essential complication is that the wrapped structure 
of the nanotube quantizes the allowed crystal momenta so 
that the transition rate automatically contain an intrinsic an- 
isotropy. Nevertheless, the formalism developed in Sec. HI 
can be extended to include this situation. 

We first define the geometry for the single-wall nanotube. 
The nanotube is a cylinder formed by wrapping a graphene 
sheet and the wrapping can be defined by the graphene su- 
perlattice translation vector around the tube waist. We adopt 
the primitive vectors of Eq. (1) as a basis and represent the 

superlattice translation TUN as 

f„„=Mf,+NT7= M+-—}a. (26) 

It is useful to define two unit vectors defining the longitudi- 
nal and azimuthal directions within the graphene plane 

e/=(cosöc,sinöc) 

ea=(-sin0c,cos0c), (27) 

where 0C=cos-l(M+N/2)((yjM2+N*+MN) is the chiral 
angle of the tube. The wrapping of the tube quantizes the 
allowed momenta along the azimuthal direction k-ea 

=2Trn/(ayjM2+N2+MN) while the electrons obey free 
particle boundary conditions along the tube direction and the 
longitudinal component fc-e/ can take any value.8-10 Thus, 
the loci of allowed momenta are "lines" in reciprocal space. 
These lines need not intersect the critical K and K' points, 
which are used as a reference for the long-wavelength 
theory. To determine the mismatch between the allowed 
crystal momenta and the K and K' point wave functions we 
resolve the Bloch wave vector at K and K' into its longitu- 
dinal and azimuthal components. We find 

Ka~3a 

4TTI a  V3 
2'~2 

and 

.    2ir 
K°e°=lZ 

2aM+N(3 + a) 

2^M2+N2+MN_ 

(28) 

(29) 

which lies along the locus of allowed wave vectors when 
2aM+(3 + a)N=6n. One third of the (M,N) tubes satisfy 
this condition, and for the remaining two thirds of the tubes 
the K(K') momenta are mismatched to the kinematically 
allowed momenta by a minimum amount 

A = 
2v 

°   3a>jM2+N2+MN 
/■j\mod(a(/V-AO,3) (30) 

Fl q q/A 

FIG. 3. Optical excitation between lowest subbands of a con- 
ducting tube (left panel) are forbidden in the long-wavelength 
theory. They are allowed for a semiconducting tube (or for the 
gapped subbands of a conducting tube) as shown on the right. A 
denotes the crystal momentum mismatch between the valence and 
conduction band states and the K(K') points of the graphene sheet. 
The right-hand panel illustrates one- and two-photon excitations, 
which interfere to produce a polar asymmetry in the photocurrent. 

Representing the "reduced" Bloch wave vector with the 

complex number qz=qx+iqy=qei0c and the momentum 
mismatch by Ka=iAe'e' after a rotation of the coordinate 
system by the chiral angle 0C (so that the x axis runs parallel 
to the tube length) the Hamiltonians in Eqs. (6) and (7) can 
be written 

Ha(q)=hvF 

0 

aq-iAc 

aq + iA, 

0 
(31) 

Note that in Eq. (31) Ha(q)=H*a(-q). The spectrum is 
now E(q) = ± Jq2 + A2 and the Hamiltonian is diagonalized 
with the unitary transformation 

VM-$ ■ae — lay ae — lay (32) 

where y=tan~l(Alq). This is the rotation identified in Eq. 
(8) for the unfolded graphene sheet with A playing the role 
of the y component of the momentum. With this identifica- 
tion the interaction Hamiltonian for the nanotube analogous 
to Eq. (13) in the band basis is 

nb
a,int{q,A) = 

evpA       1 -q 

■iaA 

ICKA 

q 
(33) 

Note that the off-diagonal terms which describe the ampli- 
tudes for interband transitions depend explicitly on the size 
of the semiconducting backscattering gap A and vanish for 
the lowest subbands of a conducting nanotube as shown in 
Fig. 3. 

Thus, when the exciting fields are collinear and directed 
along the tube direction the third-order transition rate is 
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1.2 .   * Third Order Rate 

1.0 
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0.6 \ . velocity weighted 
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■too (meV) 

FIG. 4. Frequency dependence of the third-order transition rate 
leading to anisotropy of the photocurrent. The solid curve gives the 
transition rate of Eq. (30) as a function of the exciting frequency 
hut. To display the spectra we have taken a semiconducting gap 
ftufA = 800 meV and normalized the incident intensity so that 
\A\ = 10~9 T-m at all frequencies. The dashed curve is the transition 
rate weighted by the final state velocity. Band-edge states are 
strongly scattered by the mass term and do not contribute effec- 
tively to the photocurrent 

4ira2e3v% 
(P3)22=   t2 3   /A^ReO^.^.^-^,)) 

XS[2E(q)-2hwl (34) 

Equation (34) is the origin of the asymmetry discussed in 
Ref. 5. We note that the result depends on the square of the 
magnitude of the gap A and it vanishes for transitions be- 
tween the lowest subbands of a conducting tube. The result is 
odd in the reduced momentum q which produces an asym- 
metry between forward and backward moving photocarriers. 
The third-order transition rate is very small for high exciting 
frequency since the high-energy electrons are very weakly 
backscattered through the mass term in Eq. (31) and behave 
essentially as free particles. These properties are displayed in 
Fig. 4 which shows the third-order transition rate between 
two bands of a semiconducting tube as a function of the 
exciting frequency. It is interesting to note that the expected 
divergence in the one dimensional density of states at thresh- 
old is exactly canceled by the momentum prefactor q in Eq. 
(34) and thus the spectrum shows only a steplike singularity 
at the threshold. Thus, the transition probability for right- 
and left-moving photocarriers jumps discontinuously across 
the critical point at q=0. Note however that the states near 
the band gap have no group velocity and cannot contribute to 
the photocurrent so the velocity weighted transition rate 
(which is more relevant to this application) goes to zero at 
threshold. This is shown by the dashed curve in Fig. 4. The 
results in Fig. 4 show the nonlinear injection rate for a per- 
fect defect free semiconducting tube. A slowly varying im- 
purity potential (long range disorder in the notation of Ref. 
12) can produce an additional channel for backscattering and 
will therefore further suppress the group velocity for elec- 
tronic states near the band edges. In the presence of disorder, 
we therefore expect an additional rounding of the current 
injection rate, similar to that shown as the dashed curve in 
Fig. 4. The range and strength of this suppression will de- 
pend sensitively on the details of the long-range impurity 
potential. The results of Fig. 4 are insensitive to this addi- 
tional backscattering deeper into the particle-hole continuum. 

B. Crystal-field effects for conducting tubes 

Equation (34) gives the third-order nonlinear response in 
the long-wavelength limit where we can linearize die elec- 
tronic bands around the critical K(K') points. Corrections to 
this result can be obtained in an expansion in qa and physi- 
cally arise from crystal-field ("trigonal warping") effects in 
the underlying band structure. The most significant such cor- 
rections occur for conducting tubes. Equation (34) gives a 
vanishing transition rate for excitations between the lowest 
bands of a conducting tube and trigonal warping of the band 
structure of the graphene sheet provides a mechanism to 
"turn on" these transitions even for conducting tubes. Thus 
a third-order nonlinear response is symmetry allowed for the 
lowest subbands of a conducting nanotube, though it strictly 
vanishes in the long-wavelength limit we have discussed so 
far. 

To investigate the trigonal warping effects we rederive the 
interaction Hamiltonian without adopting the effective mass 
representation. To do this we note that in the presence of a 

vector potential A the Hamiltonian (5) is perturbed through 

the Peierls substitution k-*k-(Qlc)A. Therefore, we can 
calculate the current operator using j^ — dHldA^ 
= (Q/c)dH/dk/l. In the site representation the Hamiltonian 
has only off-diagonal elements, so we can write 

H,„=--A- 
o      vtf(£)i 

(35) 

We also note that the Hamiltonian is diagonalized with the 
unitary transformation: 

1 
1 

TO-^I. <*« t*(k) (36) 

I'WI    \t(k)\, 

which is the discrete lattice analog of the continuum result in 
Eq. (8). Thus, we can rotate the interaction Hamiltonian into 

the band basis according to U*(k)Hinl(ic)U(k), which gives 

.    .        e   A„  / -ReC'VJ     /Im(f*'V)\ M.  (k)= — 
"«"'w       c \t(k)\ \ -iha(tdk »*)    Rc(t*dk t) j- 

"     (37) 

Explicit evaluation of the matrix elements in Eq. (36) for a 
general chiral nanotube is complicated. In general, one may 
have interband matrix elements between lowest subbands of 
a conducting tube [which are the off-diagonal terms in Eq. 
(37)]; albeit with greatly reduced magnitudes—the scale of 
these matrix elements is typically ~ 10"2 the scale for the 
matrix elements in Eq. (31), which are produced by the mass 
term in the linearized theory for a semiconducting tube. An 
important exception to this rule for conducting tubes occurs 
for the armchair (M,M) tubes. Then one finds that t(k) 
= e2vU3[]+2cos(kJa)] for propagation in the lowest sub- 
bands of the tube, and we have 

['*(**)^'(*x)]/|'(*,)l = '«sgn[l + 2cos(JfcJ^)]8in(ikxa). 
(38) 
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FIG. 5. Frequency dependence of the third-order transition rate 
involving the lowest subbands of a conducting zigzag tube, which 
produce an anisotropy of the photocurrent. The dashed curve uses a 
linear dispersion relation for the electronic states with the matrix 
elements computed using the lattice theory of Eq. (37). The normal- 
ization of the incident fields is the same as for the results of Fig. 4 
so that the rates can be directly compared (note the vertical scale 
change). These interband excitations are symmetry forbidden in the 
Dirac theory but become weakly allowed in the presence of crystal- 
field effects on the low-energy electronic states. For a conducting 
tubes third-order transitions between the gapped subbands provide a 
much stronger nonlinear third-order response, as shown in Fig. 4. 

Thus, near the critical points the diagonal elements of the 
velocity operator are ±vF and the off-diagonal components 
vanish everywhere. Note that this occurs because of a tube 
symmetry; the armchair tube retains a mirror plane, which 
contains the tube axis so that the two lowest subbands of the 
conducting tube can be indexed as even or odd under reflec- 
tion through this mirror plane. The vector potential along the 
tube axis is even under the mirror reflection and cannot 
couple even and odd subbands. On the other hand, for a 

zigzag tube one has t{k) = eikyal*(\ +«-'*V/2). This van- 
ishes for ky=2ir/yl3a which corresponds to a "face" of the 
Brillouin zone in Fig. 1. Thus, one finds for the conducting 

zigzag tube 

{t*dkt)l\t\ 

ta 4=cos2(>/3ifca/4) 
V3 

V3< cos(V3ifca/4)e^,V/4 

|cos(V3ifca/4)| 

(39) 

Therefore, near the crossing point ky=(2ir/yßa) + q one 
finds 

(t*dkt)/\t\ (40) 

Thus, the diagonal matrix elements of the velocity operator 
[the real part of Eq. (39)] are constant [vF(l + 0(qa)) ] 
while the off-diagonal elements (the imaginary part) vanish 
proportional to qa near the Fermi points. This implies that 
the product of the matrix elements in the third-order transi- 
tion rate vanish as {qa)2 for the conducting zigzag tube. This 
changes both the magnitude and the frequency dependence 
of the third-order transition rate. We obtain 

FIG. 6. Interfering excitations when the w field is polarized 
perpendicular to the tube and the 2 <u field is polarized along the 
tube direction. The 2« field excites transitions between subbands 
with the same azimuthal quantum numbers. The w field excites 
transitions with Sm = ± 1. 

(P3)22- 
tre Vf 

a2cjsga(q)Ke(A2oA-iiA-u> 
\2h2c 2„3 

X««*2-2*i>)ä[2(|fte)|-Äo»)]. (41) 

The result is plotted in Fig. 5 using the same normalization 
as in Fig. 4 for comparison (note the scale change). One finds 
that the transition rate vanishes linearly in frequency, and is 
suppressed by •*» 10~2 with respect to the interband transition 
rate for a semiconducting tube. This reflects the fact that at 
low-energy the effects of trigonal warping are relatively 
small compared to the backscattering from the mass term in 
the low-energy Hamiltonian for a semiconducting tube. We 
note that calculations of the frequency dependence of the 
resonant Raman cross section for conducting tubes11 show a 
strong enhancement of the cross section near the first inter- 
band threshold, also demonstrating the suppression of inter- 
band transition matrix elements between the lowest conduct- 
ing subbands in these structures. 

Figure 5 presents only the results for excitations coupling 
the lowest subbands of a conducting tube. Transition rates 
between gapped subbands are described by Eq. (34) so that 
the transition rate displayed in Fig. 4 should be superposed 
on these results. This situation calculated for a zigzag tube 
illustrates the generic behavior for a general (M,N) tube if 
one wishes to calculate beyond the linearized theory. Analo- 
gous results for arbitrary chiral tubes can be obtained by 
direct evaluation of the matrix elements in Eq. (37). 

C. Noncollinear fields 

This treatment can be extended to include the situation 
where the exciting fields are not collinear. Interestingly, this 
does not change the qualitative frequency dependence shown 
in Fig. 4, although the prefactor is altered for noncollinear 
fields. 

We will consider only the case where the exciting fields 
are orthogonal, since any incident field can be resolved into 
its longitudinal (along the tube) and transverse (perpendicu- 
lar to the tube) components. We observe that for a field per- 
pendicular to the tube axis we have allowed interband tran- 
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sitions only when the azimuthal quantum number m changes 
by ±1 since the vector potential A "seen" in the tangent 
plane of the tube is A • <J>=A cos <f> where $ is a unit vector 
that circulates counterclockwise around the tube waist. For 
the graphene sheet this is equivalent to introducing a spa- 
tially varying vector potential with wavevector MR where R 
is the tube radius. Thus, the third-order nonlinear process we 
are seeking is symmetry forbidden if A2u has a transverse 
polarization (the lowest subbands have the same azimuthal 
quantum numbers.) However, it is possible to have the situ- 
ation shown in Fig. 6, where Aa is perpendicular to the tube 
axis, and A2a is polarized along the tube direction. Here the 
virtual intermediate state for the two-photon process is pro- 
vided by a higher azimuthal subband. 

This reduces the strength of the effect, but not the overall 
frequency dependence, which is controlled by dispersion of 
the lowest azimuthal subband that is accessed to second or- 
der in A „. 

We modify the interaction Hamiltonian Eq. (33) for the 
situation where the exciting radiation is polarized perpen- 
dicular to the tube direction. In the "site" basis one finds 
that the interaction Hamiltonian for this polarization is 

Ha,int~ 
evFA(0    -i 

0 
(42) 

where A =A(y)=A0 cos(y/R). The y dependence implies that 
this interaction couples subbands with a difference in azi- 
muthal quantum numbers m such that Sm= ± 1 and we will 
explicitly consider only the two low-energy pairs of sub- 
bands as shown in Fig. 6, which we label 1 and 2. The 
Hamiltonian in Eq. (42) can now be rotated into the band 
basis using the unitary rotations of Eq. (32) in the combina- 
tion Hij^UliqW^U^q), which gives 

tia,in~ 
e/(r2-r,)/2|    sinl>(ri + y2)/2]       icos[a(y, + y2)/2] 

c    e l-icos[a(ri + r2)/2]     sin[a(yj + y2)/2] 

Thus, the second-order coherence term [analogous to Eq. (22) for the graphene sheet] is 

a2sin(y, + y2)e-'<A-2">' 
(P2)l2=- 

iezv\Al 

h2c2    [-EiW-EiW + w-iSll-lEiW + lw-iS]- 

(43) 

(44) 

The coherence factor appearing in Eq. (44) can be re- 
expressed in terms of the Hamiltonian parameters 

sin(y, + y2) = q(A2-bi) 
E2(q)EMV 

(45) 

where Em(q)=Jq2+m2A2 and A is the lowest gap of the 
semiconducting tube. Note that the effect vanishes for Ax 

=A2, i.e. between subbands of the same azimuthal symme- 
try. The second-order coherence factor leads to the symmetry 
breaking third-order transition rate 

„2„3„3 

(P3)22= 
4TraLeiviF (A2-A1)A1^£, 

h3c3w4 E2 

Xe'^-2i^)S[2(E(q)-hw)], 

■Re(A2aA -uA-a 

(46) 

which has exactly the same frequency dependence as the 
result of Eq. (34). 

vn. DISCUSSION 

Third-order phase coherent control of photocurrents have 
been studied and demonstrated for semiconductors [e.g., 
GaAs (Refs. 2, 3, and 13)] and since the effects calculated 
for carbon nanotubes are strongest for semiconducting tubes, 
it is appropriate to compare these effects. We find that the 
predicted effects are significantly stronger in nanotubes than 
for conventional semiconductors. This occurs because of the 

larger carrier velocities and the longer carrier relaxation 
times that are expected for the nanotubes. For carbon nano- 
tubes this is particularly interesting since this third-order 
nonlinearity provides a method for current injection without 
contacts. It has proven experimentally difficult to fabricate 
low-resistance electrical contacts with carbon nanotubes by 
conventional submicron lithographic methods. 

For an incident intensity 5=102 kW/cm2 the electric 
field amplitude £=8.5 X 105 V/m* 106 V/m. At an optical 
frequency «= 1015 s"1 this corresponds to a vector potential 
amplitude I^I^IO9 T-m (which is the value used in ob- 
taining the results in Figs. 4 and 5). Then we find that the 
typical carrier injection rate dnldt°* 106 s"1 per unit cell. For 
hot photoexcited carriers the relaxation rate is presumed to 
be dominated by phonon emission, for which we estimate a 
carrier relaxation time T«* 1 ps so the steady state distribu- 
tion gives n«* 10~6 carriers per tube unit cell (note that the 
unit cell contains typically 40-60 carbon atoms around the 
tube circumference). Summing over the electron and hole 
contributions to the photocurrent and over the two electronic 
branches (K and K') we obtain an induced current /«• 0.4 
nA, or an effective current density /<*-260 fiA/fim2. This is 
10-102 larger than the induced density predicted for third 
order transitions between the valence and conduction bands 
in GaAs.13 The enhancement is due mainly to the relatively 
large carrier velocity for the carbon nanotubes, and the larger 
estimated carrier relaxation times. For conducting tubes this 
enhancement is partially offset by the small interband matrix 
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elements between the lowest subbands of conducting tubes; 
for a conducting zigzag tube we estimate the photocurrent 
density /«5 /xA/fim2 under the same assumptions, a value 
which is comparable to that found for conventional 
semiconductors.13 We note that even with these long carrier 
relaxation times, one should be able to achieve a steady state 
distribution during a 100-ns incident pulse. For conducting 
nanotubes one has the additional difficulty of resolving this 

signal over a background free carrier density n^ 10~5 pro- 
duced by ordinary one-photon excitation between the lowest 
subbands [first term in Eq. (20)]. Since this is a "nonpolar" 
contribution, i.e., it does not contribute to the photocurrent, 
the nonlinear contribution can be identified, in principle. 

The angular distributions calculated for interband excita- 
tions in graphene sheets show a similar structure to the an- 
gular dependence calculated for the third-order rate for tran- 
sitions from the heavy-hole band to the conduction band in 
GaAs.13 In both cases the net induced current is polarized 
along the direction of the exciting field, but the current dis- 
tribution is peaked away from the field direction. The high 
symmetry of the graphene sheet provides an additional inter- 
esting degree of freedom, namely control of the direction of 
the injected current by controlling the relative polarizations 
of the incident fields, as displayed in Fig. 2. It would be very 
interesting to carry out experiments on graphite (either bulk 
or thin films) to verify the predicted angular dependence. 
Quantitative studies of the magnitude of the effect would be 
very useful as a probe of the scattering processes which con- 
trol the dynamics of hot photoexcited carriers in these sys- 
tems. We note that previous experiments on GaAs have ob- 
served the third-order nonlinearity, but with an amplitude 
that is an order of magnitude smaller than predicted theoreti- 
cally. 

For carbon nanotubes, one can anticipate at least three 
interesting applications of this phenomenon. First, as noted 

above, the method provides a means for current injection 
without electrical contacts. The absence of "low resistance" 
contacts on carbon nanotubes has often made it difficult to 
explore low-energy transport phenomena in these 
systems.14-16 A particularly interesting experiment would be 
to use the third-order nonlinearity to produce a steady state 
separation of charge in a carbon nanotube rope or mat. In this 
state the "driving force," which produces a photocurrent via 
the third-order nonlinearity would be balanced by the inter- 
nal electric field produced by charge separation (in an open 
circuit condition). The relaxation of this charge distribution 
after the driving fields are turned off directly measures the 
conductivity along the pathways for charge motion in the 
system. Thus measurement of the transient relaxation after 
pulsed excitation would provide an interesting probe of the 
microscopic conductivity in this structurally heterogeneous 
system. Second, one can imagine applications that make use 
of the enhancement of the effect on semiconducting tubes 
(and its suppression in conducting tubes) to isolate semicon- 
ducting and conducting species in compositionally mixed 
samples. Finally, momentum transfer from the photoexcited 
carriers to intercalated ionic species can be used in principle 
to bias the diffusion of atomic or molecular species in the 
current carrying state. This effect requires in addition an 
asymmetry between the amplitudes for backscattering elec- 
trons and holes from the dopant species. This interesting ap- 
plication has been discussed in Ref. 5 using a simple model 
for the momentum transfer. 
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We show that an electrical shift current is generated when electrons are photoexcited from the valence , 
to conduction bands on a BN nanotube. This photocurrent follows the light pulse envelope and its 
symmetry is controlled by the atomic structure of the nanotube. We find that the shift current has an 
intrinsic quantum mechanical signature in which the chiral index of the tube determines the direction of 
the current along the tube axis. We identify the discrete lattice effects in the tangent plane of the tube 
that lead to an azimuthal component of the shift current. The nanotube shift current can lead to ultrafast 
optoelectronic and optomechanical applications. 

PACS numbers: 72.40.+w, 61.48.+C, 78.20.Jq, 85.40.Ux 

Recent progress in synthesis of nanometer scale materi- 
als has led to the discovery of B^CyNz nanotubes. They 
can be formed in nearly homogeneous ordered structures 
[1,2] or in multiwall hybrid structures with alternating BN 
and C compositions [3]. These materials differ fundamen- 
tally from the structurally similar carbon nanotubes by be- 
ing noncentrosymmetric (NCS) and polar. This opens the 
possibility for accessing a new class of photovoltaic effects 
at the molecular scale. 

Photovoltaic effects in NCS materials are often based on 
an asymmetric generation of hot carriers at momenta ±k 
leading to a so-called "ballistic photocurrent" [4-6]. In 
polar NCS materials, photoexcitation across the band gap 
with polarized light also produces the so-called electrical 
"shift current" [7-9]. Microscopically this originates from 
a net displacement of charge in the unit cell due to light 
induced interband transitions (Je), intraband relaxation 
Qs), and (radiative) transitions to the original bands (Jr). 
In bulk materials, the excitation component Je usually 
prevails. 

We show that unpolarized light can induce a shift cur- 
rent Je in polar NCS nanotubes, with a direction along the 
tube axis which is determined by the chiral index of the 
tube. We find that this effect has an essentially quantum 
mechanical origin, where the sign of the current along the 
tube axis is controlled by the phase matching of electronic 
Bloch waves around the tube circumference. The discrete 
lattice structure controls the azimuthal component of this 
current and thus produces a net helical current on the tube. 
These photoeffects can lead to an assortment of new op- 
toelectronic, optomechanical, and magnetic applications, 
and interesting extensions to ring structures [10] and het- 
erojunctions [11]. We should stress that the photoeffects 
we discuss here are found at nonlinear order in the excit- 
ing fields, and are therefore physically distinct from chiral 
currents tilted with respect to the tube axis, predicted in dc 

bias driven chiral BN nanotubes [12] or chiral stretched C 
nanotubes [13,14]. 

A flat BN sheet has a honeycomb lattice with the B and 
N occupying alternate sublattices as shown in Fig. 1. The 
physics of the shift current can be understood qualitatively 
by considering the response of this 2D network of bonds 
to normally incident polarized light. The valence states are 
polarized towards the N sites and the conduction states to- 
wards the B sites. For vertically polarized (y-polarized) 
incident light the response of the system is dominated by 
the bonds which produce a net y-polarized current. For 
horizontally (jc-polarized) incident light, the bonds with 
a nonzero horizontal component dominate, but these also 
produce a net y-polarized current. Note that excitation with 
an unpolarized incident field cannot produce a net current 
on this lattice since it has a threefold symmetry. However, 
this symmetry is removed when the sheet is wrapped into 
a cylindrical nanotube where the physics should be domi- 
nated by excitations with the field polarized along the tube 
axis. Depending on the wrapped structure of the tube, we 
anticipate an intrinsic photocurrent which can flow along 
the tube, around the tube, or in a chiral pattern on the tube 
surface. 

These ideas can be quantified by developing a quantum 
mechanical model which generalizes our long wave- 
length theory for a nonpolar carbon nanotube [15] to the 
heteropolar lattice. We work in a basis of Bloch Orbit- 
als ®ka(r) = e'*' Z„ e-ik<r-R--^<l>nJ^ = eikrUka 

where a = ±1 denotes the two sublattices occupying 
sites at ra in the nth unit cell. We study the states 
near the conduction and valence band edges at the K 
and K' points of the Brillouin zone shown in Fig. 1. 
A long wavelength Hamiltonian for these states is 
obtained by an expansion in small crystal momenta 
around these points, and yields in our two component 
basis (fi = 1) 
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FIG. 1 (color). Planar BN forms a honeycomb lattice with B 
and N occupying alternate sites (upper left). A BN tube is 
formed by wrapping the sheet through the translation vector 
Cm„ (lower left) quantizing the transverse crystal momenta. The 
upper right-hand panel shows two representative lines of al- 
lowed momenta for a tube with a nonzero chiral index v — 
mod(m - n,3) and chiral angle 0. The lower right panel shows 
the structure for the nonchiral armchair (10,10) wrapping of the 
BN sheet 

//A(A,MA 
»-( \vF{k + i8x) 

kvF{k - idx) 
-A )• 

(1) 
where A = ±1 is an index which labels an expansion 
around the K or K' points. The Hamiltonian in Eq. (1) 
is parametrized by three energies: a symmetry breaking 
site diagonal potential A, the kinetic energy vFk for 
motion along the tube, and the kinetic energy vF8 due 
to the quantization of the transverse momentum around 
the circumference of the tube. On a cylindrical tube with 
lattice constant a and primitive lattice translation vectors 
in its tangent plane Tx = a(l,0) and T2 = a(l/2, yß/2) 
(Fig. 1) it is conventional to index the lattice structure 
by two integers m and n which define a superlattice 
translation vector Cmn = mTy + nTi. The transverse 
momenta on an (m,n) tube are quantized to the values 
8N = 80 + 2rrN/\Cmn\ where S0 = 27rsgn(i/)/3|Cmn|, 
depending on the sign of the chiral index of the tube, 
v = mod(n - m, 3). In Eq. (1) 8k = A5#. 

The eigenvectors of H in Eq. (1) are 

_ / He"'*/2 \ eie-> _ ( ye-1*/1 \ eie« 
8v " { -ve'+t*)~JT''       8c~{ ue'** ) ~jf' 

(2) 

where E = JvF(k2 + SJ) + A2, <j> = tan"»(8x/\k), 
u - y/(E - L)/E, and v = yJ(E + A)/E. In the rest 
of this paper we will set the Fermi velocity vF = 1 so 
that energies and momenta are measured in the same 
units. Equation (2) explicitly includes a gauge function 
Bmk since the overall phase of the Bloch function is not 

fixed, and our calculation will require differentiation 
with respect to k. The Bloch eigenfunctions of our 
problem are expressed as the product of three factors 

We extend the model Hamiltonian in Eq. (1) to in- 
clude coupling of electrons to the oscillating optical fields 
E(r) = Ee~ia" + c.c. through the dipole operator [8,9] 
#im = -eE(t) • r. For a field polarized along the tube 
direction the matrix elements of the dipole operator be- 
tween band eigenstates m and m! at crystal momenta k 
and k' are expressed using a formulation due to Blount 
[16] 

rm'm(k',k) - (lpk'm'\r\l/fkm) =  -«'<^'m'|3tl^tm> 

+ iS(k - k')XSaßgm
mlß(k')dkgma(k). 

aß 
(3) 

The second term on the right-hand side of (3) forms the 
connection £m/m = ig*m>(k) • dkgm(k) due to the k depen- 
dence of the eigenstates in (2) [17]. 

In general the shift current J can be expressed in terms of 
the band off-diagonal matrix elements of the velocity op- 
erator \ßa (v = i[H, r]), and the band off-diagonal term 
in the density matrix paß, calculated to second order in 
the exciting fields E, as follows [7-9]: 

^vmn(*)pnm(*) = Je + J, + Jr. (4) 
m¥=n • 2-TT 

We focus on the component of the excitation current /, 
along the tube direction. After evaluating the sum in (4), 

we arrive at the transparent result 

o      f   dk 

fcv(k)Rcv(k) - eh'K. (5) 

Here fcv(k) is the transition rate at wave vector it, and the 
shift vector Rcv(k) is given by 

Rcv(k) = dk0ve(k) + icc(k) - &,„(*)        (6) 

with £ve(k) = \£vc(k)\eie»W. The shift vector Rcv(k) is 
invariant under the gauge transformations exp(idmk) and 
we will evaluate it in a gauge with d*0m* = 0. 

For an incident electric field polarized along the tube 
direction, interband excitations are allowed only between 
band states with the same transverse momentum 8. For 
transitions between the lowest two azimuthal subbands 
(N = 0) using the eigenfunctions in Eq. (2) we find 

which gives the off-diagonal contribution in Eq. (6) 

dkOvc = dk tan" 
.J-8y/82 + A2 + k2\ 

The diagonal elements in Eq. (6) are 

£mm(k) = igt  • dkgm = -*•—f g2 +     2j, 

(7) 

(8) 

(9) 
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where the sign is negative for valence states and positive 
for conduction states. Combining Eqs. (8) and (9) we 
obtain the shift vector 

Rcvik) - 
2SA 

(10) 
(52 + k2)y/S2 + A2 + k2 ' 

Comparison with Eq. (9) shows that the shift current 
[Eq. (5)] opposes the direction of the ground state polar- 
ization of the tube. 

This shift vector is odd in the symmetry breaking poten- 
tial A and odd in the transverse momentum S. Therefore, 
two BN tubes with nearly the same wrapped lattice struc- 
ture but opposite chiral indices v exhibit reversed ground 
state polarizations and opposite shift currents. Armchair 
BN nanotubes with wrapping indices (m, m) have chiral 
index v = 0 and do not exhibit a longitudinal shift cur- 
rent [as shown in the middle panel in Fig. 2 for the (5,5) 
tube]. Zigzag BN tubes with wrapping indices (m, 0) can 
be grouped into three families with positive, negative, or 
zero shift currents distinguished by the sign of the chiral 
index v [an example for the (8,0) tube with v = -1 is in 
the left panel of Fig. 2]. It is important to notice that an 
isolated flat BN sheet has a threefold symmetry axis per- 
pendicular to the BN plane and therefore it has zero elec- 
tric polarization in its tangent plane, by symmetry. Thus it 
has no shift current for excitations at the band edge. The 
nonzero shift vector in Eq. (10) when k -» 0 is a remark- 
able long wavelength quantum mechanical effect that re- 
veals the quantization of the transverse momentum on the 
wrapped tube. 

The shift current Je in Eq. (5) is determined by the av- 
erage shift vector 3t, describing the change of polarity in 
the excitation, and by the carrier injection rate h. The BN 

FIG. 2 (color). Electronic shift currents produced by excitation 
of BN nanotubes with light polarized along their axis. For the 
(8 0) wrapping the chiral index is v = -1, and the shift current 
is purely longitudinal. The (5,5) armchair wrapping has chiral 
index v = 0 and has zero longitudinal current and a nonzero 
azimuthal current which runs "counterclockwise" on the tube 
surface. The (7,3) wrapping has a chiral shift current with 
nonzero longitudinal and azimuthal components. 

bond has significant ionic character with [18] 2A « 4 eV. 
This gives for excitations near the band edge, k —► 0, a 
shift vector with a magnitude 31 « 0.06 nm for a (17,0) 
tube. For an incident intensity S = 100 kW/cm2 we can 
also obtain the interband excitation rate; we estimate that 
h « 70 nm-1 /AS

-1
 produces a net electronic shift cur- 

rent of Je « 0.67 pA. This value is slightly larger than 
what one obtains for excited bulk polar semiconductors. 
Opposing shift currents on different walls of a coaxial 
multiwall tube can reduce the macroscopic current, but 
cannot eliminate it except for rare high symmetry concen- 
tric lattice structures. We also expect that the recombi- 
nation current Jr will oppose Je since both currents rely 
on optical transitions with longitudinal polarization. How- 
ever, this should not prevent the observation of Je using 
pulsed laser excitation since the time scale for Jr is of the 
order of nanoseconds. 

This formalism can be extended to study chiral shift cur- 
rents with nonvanishing longitudinal and azimuthal com- 
ponents. Interestingly, the long wavelength Hamiltonian 
in Eq. (1) gives zero azimuthal current for any chiral in- 
dex v. As Q± = it ± iS —► 0 this occurs because of a 
cancellation of contributions from the K and K' points 
whose long wavelength Hamiltonians have opposite hand- 
edness. However, azimuthal currents arise due to discrete 
lattice effects occurring at higher orders in an expansion 
in Q+. To study this, we define two unit vectors at each 
point in the tube surface, perpendicular to the local outward 
unit normal h: ex which points along the tube axis, and 
gy = fi x ex which points counterclockwise on the tube 
surface. A chiral angle 0 is defined as the angle between 
ex and the T\ lattice direction as shown in Fig. 1 (with 
this convention armchair nanotubes have 0 = 0). Then 
the lowest nonvanishing contribution to an azimuthal (y- 
polarized) shift current must have the form cos(6<£ - 30) 
where ^ = tan-1 (5 /k). The dependence on 6<f> means 
that azimuthal currents first occur in the continuum theory 
at sixth order in \Q\. 

We can study these terms by replacing the kinetic energy 
terms in the Hamiltonian of Eq. (1) by the discrete lattice 
counterpart ivF(k + iS) = ivFQ+ -+ *Zn e'iK+Q)T" 
where t is the hopping amplitude between sites connected 
by the bond vectors T„. A systematic expansion of 
the azimuthal shift current in powers of Q± then gives 
contributions with the correct lattice symmetry and shows 
that the ratio of the azimuthal and longitudinal in-plane 
current densities scales as 

(jfc2 + S2)3T3 

P      Jx      S(A2 + k2 + S2) 
cos(6<£-30).     (11) 

The azimuthal current for any zigzag wrapping is zero 
because of the angular factor, while its longitudinal cur- 
rent, shown in Fig. 2, is determined by the chiral index v. 
For armchair tubes and all nonzigzag tubes with chiral in- 
dex v = o, we have 8 = 0, so the shift current is purely 
azimuthal with a direction determined by the sign of the 
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Alternatively, the shift current can be studied in a 
semiclassical model, by considering an expansion in f/A, 
where t is the nearest neighbor hopping amplitude, and 
A is the site diagonal potential. In the limit f/A « 1 
the tube can be regarded as a network of independent 
bonds whose excitations are superimposed. Here the local 
symmetry of the zigzag tube requires zero net azimuthal 
current while the armchair wrapping has a nonzero 
azimuthal current with its direction determined by the 
sign of A. However, it is difficult to correctly describe 
the physics of the longitudinal current using this model. 
This is because the longitudinal current is controlled by 
the quantization of the transverse momentum S. The first 
terms in the semiclassical expansion that are sensitive 
to 5 occur at order (f/A)*' where N is the number of 
bonds (=40) around the tube circumference. This reflects 
the fact that the longitudinal current is fundamentally a 
nonclassical quantity for this system. 

The longitudinal shift current reduces the ground state 
electric polarization of the nanotube. This can lead to a 
fast readjustment of atomic positions on the tube walls. 
Generation of voltages by a mechanical elongation [19] 
of NCS nanotubes is a related effect. In both situations 
the response can be stronger in buckled nanotubes [20] or 
if different types of atoms occur in different layers, as in 
MoS2, WS2 [21], or GaSe nanotubes [22]. Recently, me- 
chanical motions, strikingly similar to those found in some 
biomolecular systems [23], were observed in irradiated 
nanotube bundles [24]. Interesting mechanical response 
to an applied dc bias is observed in carbon nanotubes 
immersed in a solution of NaCl [25]. Here, the motion 
is caused by attraction of ions of a given polarity to the 
nanotube. The speed but short duration of the shift cur- 
rent-induced mechanical response complements the slow 
but steady state effect of a dc bias. 

Experimental observation of the shift current in BN 
nanotubes would provide a striking illustration of funda- 
mental concepts in the modern quantum theory of polar- 
ization. The effect is also promising for new applications 
since it couples the microscopic physics on short length 

scales, which can be tuned by local fields and mechanical 
loads, to the long distance properties of the system (po- 
larization, photovoltage, etc.) Finally, there is a rapidly 
growing family of related submicron one dimensional ma- 
terials to which these ideas can be applied. 
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Abstract 

Using density functional theory, we calculate the energy and electronic struc- 

ture of a polyacetylene chain interacting with various carbon nanotubes. We 

find that polyacetylene chains are weakly attracted exo- or endohedrally to 

nanotubes. The equilibrium separation between the chain and the wall is 

close to 3.3 A, suggesting an energetic preference for polyacetylene to be en- 

closed in nanotubes wider than the (6,6) tube. The chains are expected to be 

spontaneously pulled into open nanotubes by forces amounting to a fraction 

of a nano-Newton. Electronic structure calculations reveal the occurrence of 

a peak at the Fermi level in the electronic density of states, caused by the 

weak interaction between polyacetylene and the carbon nanotube, which may 

facilitate the onset of superconductivity in this system. 



It was noted soon after their initial discovery1 that carbon nanotubes (CNTs) are hollow 

cylindrical structures, which could make ideal containers for just a few atoms or small 

molecules.2 In this regard, they have been considered for hydrogen storage3 and as nano-sized 

'test-tubes for manipulating chemical/biological molecules'.4 Filling of carbon nanotubes 

with molten lead, induced by capillary action, has been demonstrated experimentally.5 The 

formation of 'peapod' structures is now well established, whereby C6o buckyballs readily 

migrate into a (10,10) nanotube.6 Further to this, if one is interested in investigating one- 

dimensional nano-systems, then carbon nanotubes could act as a support structure to contain 

the nano-system. For example, nanotubes have been considered for confining a chain of metal 

atoms,7 where the interest lies in comparing the properties of the one-dimensional chain with 

that of the three-dimensional bulk metal. 

Even in the absence of contained atoms or molecules, armchair carbon nanotubes are 

very interesting one-dimensional metallic systems which, for example, have been considered 

as prime candidates for observing a Luttinger liquid.8 Another one-dimensional material of 

considerable interest is polyacetylene (PA). Unlike metallic carbon nanotubes,9 polyacetylene 

succumbs to Peierls distortion that causes dimerization in pristine PA, accompanied by a 

band gap opening at the Fermi level. The charge carriers in lightly doped PA are the 

somewhat more exotic solitons, which can carry spin and no charge or charge and no spin.10 

In the bulk system, the intrinsic properties of individual PA chains may be obscured by 

inter-chain coupling, complicated morphology of the bulk material, or by effects coming 

from dopant atoms. To avoid these artifacts, we propose to use carbon nanotubes as support 

structures to keep PA chains straight and to isolate them. Since both nanotubes and highly 

doped polyacetylene are good metals, the combined nanotube/polyacetylene system may 

show intriguing transport behavior with widescale technological applications. 

Two main issues to be addressed are finding the ideal size of a carbon nanotube to 

comfortably contain just a single PA chain, and to determine the degree of interaction 

between the carbon nanotube and the enclosed PA chain. On the one hand, a negligible 

interaction is desirable if the PA chain is to retain its original properties after insertion into 



the carbon nanotube. On the other hand, given that both carbon nanotubes and PA are 

very interesting materials on their own, we are curious as to whether some new phenomena 

might emerge within the combined system. 

In this study, we investigate for the first time the interaction energy and electronic struc- 

ture of a polyacetylene chain aligned axially either exo- or endohedrally with a nanotube. 

We find that the polymer chains are weakly attracted towards, and may be spontaneously 

pulled into sufficiently wide nanotubes. The undoped polyacetylene/nanotube system is 

metallic. The weak interaction between the subsystems induces a peak in the electronic 

density of states at the Fermi level, which may facilitate the onset of superconductivity. 

Our calculations are based on density functional theory (DFT) within the local density 

approximation (LDA) and performed using the SIESTA code.11 Troullier-Martins pseudopo- 

tentials were used to represent the nuclei plus core electrons. We used the Perdew-Zunger 

form of the exchange-correlation potential in LDA. 

In all cases, the axes of the PA chain and carbon nanotube were kept parallel. The 

structural arrangement is illustrated in the insets of Fig. 1(a) as well as in Fig. 2(a-b). To 

reduce computing requirements,12 only armchair nanotubes were considered at this stage. 

Since the lattice structure of a PA chain and graphitic armchair nanotube are very similar, 

the PA lattice could be held commensurate with the nanotube lattice, thus reducing the 

number of atoms required per unit cell. This necessitated the unit cell length of the PA 

chain to be reduced slightly from 2.475 Ä to 2.460 A, at the negligible energy cost of only 

«1 meV per unit cell. 

Depending on the size of the carbon nanotube being considered, the unit cell contained 

between 20 atoms (for a (4,4) nanotube) and 32 atoms (for a (7,7) nanotube). Of these, two 

carbon atoms and two hydrogen atoms were associated with the PA chain, as illustrated 

in Fig. 2(b). The unit cell size perpendicular to the carbon nanotube axis was set to at 

least 10 Ä, so that there was no interaction between structures in adjacent cells. For total 

energy calculations, we sampled the irreducible wedge of the one-dimensional Brillouin zone 

by 4 Jfc-points. To achieve sufficient energy convergence yielding smooth E versus d curves 



in Figs. 1 and 2, the energy cutoff for plane wave expansion was set to 100 Ry. For the non- 

bonding interaction between the PA chain and carbon nanotube, we applied the counterpoise 

correction using ghost orbitals to account for basis set superposition errors. 

As a test case, we have optimized the structure of an isolated PA chain. We obtained an 

average carbon-carbon bond length of 1.396 A, which is close to the experimental value of 

1.4 A,13 and a bond length alteration (BLA) of 0.051 A. This value for the BLA is less than 

the experimental value of 0.08 A, but under-estimation of the BLA has been acknowledged 

previously for DFT calculations.14 Resolving this problem requires going beyond the LDA.15 

As another test, we have calculated the equilibrium separation between two graphite sheets. 

We obtain 3.44 A, in close agreement with the experimental value. 

In our first study, we explored the nature of the binding between a PA chain and a carbon 

nanotube. Figure 1(a) shows the interaction energy between a (4,4) carbon nanotube and a 

PA chain for the case that the PA chain is situated outside the carbon nanotube. We find 

a clear minimum in the E versus d curve with a binding energy of 45.4 meV. Comparing 

this value to kT, we conclude that the system can be bound at room temperature. The 

equilibrium separation of 3.34 A turns out to be similar to that between graphite sheets. This 

is not too surprising, given that the nanotube can be considered as a rolled up graphite sheet 

and that the carbon backbone of the PA chain is almost commensurate with graphite. For 

the sake of comparison, in Fig. 1(b) we also show the interaction energy between a PA chain 

and a graphite sheet, representing a nanotube of large diameter. In this case, the binding 

energy is slightly increased to 59.3 meV and the associated equilibrium separation reduced 

to 3.30 A. Evidently, curvature of the graphitic structure plays a role in the interaction 

energy, whereby having more atoms in close proximity to the PA chain increases the binding 

interaction. Our values for the equilibrium separation also indicate that a carbon nanotube 

would require a diameter of at least 6.6 A, before an insertion of a PA chain into the nanotube 

would become energetically favourable. 

Figure 2 shows our main result for a PA chain inside armchair carbon nanotubes of 

various radii R, as a function of the axial separation r. Figure 2(c) shows that on energy 



grounds, PA is likely to enter nanotubes of sufficiently large diameter and free for off-axial 

displacements. For the PA chain inside a (4,4) nanotube the energy never becomes negative, 

indicating that this configuration is energetically unfavourable.16 The same holds also for the 

wider (5,5) nanotube, where the insertion process is only marginally endothermic. For the 

(6,6) and (7,7) nanotubes, the nanotube diameter is sufficient to allow PA to be bound inside 

the nanotube, as seen on the exapanded energy scale in Fig. 2(d). For the (6,6) nanotube, 

the minimum is fairly wide so that a PA chain enclosed inside a (6,6) nanotube would still 

have some degree of lateral freedom. As compared to larger nanotubes, this system allows 

PA to interact with more atoms, thus causing further stabilization, as already suggested by 

the results of Fig. 1. The (7,7) nanotube, with a set of energy minima at r > 0, is sufficiently 

wide to accommodate more than one PA chain. 

We next address the possible insertion process of a PA chain into a carbon nanotube, 

illustrated in Fig. 3(a). Given that the (6,6) nanotube has an appropriate diameter to 

contain just one PA chain, we consider this as a model system. The energy gain associated 

with the axial insertion of a PA chain into the (6,6) nanotube is depicted in Fig. 3(b). Since 

the translation symmetry along the axis is broken in this case, the calculations are performed 

for finite, hydrogen-terminated clusters representing the nanotube and PA, as shown in the 

inset of Fig. 3(b), and extrapolated for a semi-infinte PA chain and nanotube. For PA 

completely outside the nanotube, corresponding to positive z values, the total energy is that 

of an isolated nanotube and an isolated PA chain and taken as a reference value. We see 

the energy becoming lowered as the end of the PA chain moves into the carbon nanotube, 

indicating that the PA chain is likely to be pulled in once it is partially inserted. Of interest 

is that the PA chain begins to feel the attraction, when it is still «2 Ä outside the carbon 

nanotube. This suggests that the insertion process should start spontaneously as soon as 

the PA chain approaches the open end of the carbon nanotube. For a semi-infinite chain 

entering a semi-infinite nanotube, the energy gain per segment inserted is constant and can 

be inferred from Fig. 2. The constant slope of the E{z) curve in Fig. 3(b) corresponds to 

a force of 0.159 nN that pulls the PA chain in. Even though this force appears small on a 
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We calculate the potential energy surface, the low-frequency vibrational modes, and the electronic structure 
of a (5,5)@(10,10) double-wall carbon nanotube. We find that the weak interwall interaction and changing 
symmetry cause four pseudogaps to open and close periodically near the Fermi level during the soft librational 
motion at v=S30 cm-1. This electron-libration coupling, absent in solids composed of fullerenes and single- 
wall nanotubes, may yield superconductivity in multiwall nanotubes. [S0163-1829(98)51548-2] 

Carbon nanotubes,1'2 narrow seamless graphitic cylinders, 
show an unusual combination of a nanometer-size diameter 
and millimeter-size length. This topology, combined with ab- 
sence of defects on a macroscopic scale, gives rise to uncom- 
mon electronic properties of individual single-wall 
nanotubes3,4 which, depending on their diameter and chiral- 
ity, can be either conducting or insulating.5-7 Significant 
changes in conductivity of these nanowires may be induced 
by minute geometric distortions8 or external fields.9 More 
intriguing effects, ranging from opening of a pseudogap at 
EF (Refs. 10 and 11) to orientational melting,12 have been 
predicted to occur when identical metallic nanotubes are 
bundled to a "rope."13 It appears that the many interesting 
phenomena in single-wall tubes have distracted the attention 
of theorists from the more abundant multiwall tubes. 

Existing investigations of multiwall nanotubes have fo- 
cussed primarily on their growth mechanism,14"16 as well as 
changes of the band structure17,18 and total energy19 as the 
inner tube rotates about or slides along the tube axis. The 
interwall interaction in a multiwall tube is very similar to the 
interball interaction in the C^ solid, since these structures 
share the same sp2 bonding and interwall distance of 
«3.4 A found in graphite. While it is well established that 
Cgo molecules rotate relatively freely in the solid at room 
temperature,20 there has been little discussion of the analo- 
gous rotation in systems consisting of nanotubes. Only re- 
cently, rotations of individual nanotubes in a rope consisting 
of (10,10) tubes have been discussed.11,12 Owing to the un- 
common combination of a relatively small energy barrier for 
rotation and a large mass of macroscopically long nanotubes, 
individual tubes are unlikely to move as rigid objects in the 
rope, but rather to bend and twist locally, displacing orienta- 
tional dislocations that were frozen in during the tube syn- 
thesis. 

An intriguing effect, namely the formation of a pseudogap 
at EF,,0,n has been predicted to occur in ropes of metallic 
(10,10) nanotubes of Dm symmetry due to the symmetry 
lowering while forming a triangular lattice. It is interesting to 
investigate whether the weak intertube interaction, which 
strongly modifies the low-frequency end of the vibrational 
spectrum and the density of state near EF in an infinite three- 
dimensional lattice of identical nanotubes, may cause even 
more dramatic effects in a one-dimensional multiwall tube. 

Here we show that the interwall coupling, which opens a 
pseudogap in bundled single-wall nanotubes due to symme- 
try lowering, may periodically open and close four such 
pseudo-gaps near EF in a "metallic" double-wall nanotube 
during its librations around and vibrations normal to the tube 
axis. This type of electron-phonon coupling has not been 
observed in librating molecular crystals of C^ fullerenes or 
(10,10) nanotubes, that are orientationally frustrated. We 
study the intriguing interplay between geometry and elec- 
tronic structure during the low-frequency motion of a 
double-wall nanotube. Our results indicate that the coupling 
of conduction electrons to soft tube librations and vibrations 
is caused by periodic symmetry changes, which are unique in 
this system and may lead to its superconducting behavior. 

We focus the following investigation on the 
(5,5)@(10,10) double-wall nanotube, shown schematically in 
Fig. 1(a). The individual (5,5) and (10,10) tubes are both 
metallic and show the preferred "graphitic" interwall sepa- 
ration of 3.4 A when nested. Assuming both tubes to be rigid 
cylinders with parallel axes, the double-wall tube geometry 
is defined uniquely by the separation of the axes Ar, the 
axial offset of the inner tube Az, the orientation of the inner 
tube <pin and the outer tube <pout with respect to the plane 
containing the two axes, shown in Fig. 1(a). 

To determine the structural and electronic properties of 
multiwall nanotubes, we used the parametrized tight-binding 
technique with parameters determined by ab initio calcula- 
tions for simpler structures.21 This approach has been found 
useful to describe minute electronic structure and total en- 
ergy differences for systems with too large unit cells to 
handle accurately by ab initio techniques. Some of the prob- 
lems tackled successfully by this technique are the electronic 
structure and superconducting properties of the doped C^ 
solid22 and the opening of a pseudogap near the Fermi level 
in a rope consisting of (10,10) nanotubes.11 The band struc- 
ture energy functional is augmented by pairwise interactions 
describing both the closed-shell interatomic repulsion and 
the long-range attractive van der Waals interaction, to cor- 
rectly reproduce the interlayer distance and the C33 modulus 
of graphite. The adequacy of this approach can be checked 
independently by realizing that the translation and rotation of 
individual tubes are closely related to the shear motion of 
graphite. We expect the energy barriers in tubes to lie close 

0163-1829/98/58(24)/16001<4)/$15.00 PRB 58       R16 001 ©1998 The American Physical Society 



RU'IU COMMUNICATIONS 

R16002 YOUNG-KYUN KWON AND DAVID TOMANEK PRB 58 

•t !-• 
-» Mrl 

-  rJ- 

T  (c) € 
£0.6 

S 0/4 < 
0.2 

0.0 

■02 ■0.1                  0.0 
Ar|A] 

0.1                   02 

1 

.       f 
*' 

1* . 

f  \ 

■     i     i     i    T    , 

♦        • 

i           \ >                                    \ \ 

♦ 

,      ,      ,      ,\ 
-18* -12« 0* ir ip 

FIG. 1. (a) Schematic view of the 
(5,5)@(10,10) double-wall tube. The relative ra- 
dial, axial, and rotational displacement of the in- 
ner with respect to the outer tube are described by 
Ar, Az, <pin and q>out, respectively. Energy de- 
pendence on (b) the separation of the tube axes 
Ar (for Az=0, <pln=Q, <polI,=0), and (c) the ori- 
entation of the inner tube <pin (for Ar=0, Az 
=0< <P<™<=0)- AH energies are given per atom. 

to the graphite value which, due to the smaller unit cell, is 
also easily accessible to ab initio calculations.23 

We focus in our calculations on the softest vibrational 
modes and ignore the deformation of individual tubes from a 
perfectly cylindrical shape. The dependence of the total en- 
ergy of the double-wall tube on the distance between the 
(5,5) and (10,10) tube axes is shown in Fig. 1(b). Even 
though our results suggest that the system is coaxial in equi- 
librium, the potential energy is nearly flat for |Ar|SO. 1 A. 
For a perfectly straight tube, the shallow potential well 
would suggest a very soft radial mode to occur with v 
= 18 cm-1. At nonzero temperatures, we do not expect the 
inner tube to be coaxial, but rather to form a helix inside the 
outer tube. Such a helix would maximize the interwall con- 
tact and also could vibrate and rotate locally about its axis. 
We believe that helical or similar tube distortions of S 0.1 Ä 
are real, but probably are undetectable in transmission elec- 
tron microscope images. 

Due to the low compressibility of tubes along their axis, 
axial motion of individual nanotubes resembles that of a 

5.00 

rigid body. Even though the activation barrier per atom for 
axial displacement of one tube inside the other is only 0.2 
meV, the activation barrier to move the entire rigid nano- 
tube is infinitely high, thus effectively freezing in this par- 
ticular degree of freedom. 

Due to the relatively high symmetry of the coaxial system 
consisting of a D5d (5,5) nanotube nested inside the Dm 

(10,10) nanotube, the dependence of the inter-tube interac- 
tion on the tube orientation shows a periodicity of 18°. Our 
results in Fig. 1 (c) suggest this interaction to be harmonic, 
with a relatively low activation barrier for tube rotation of 
0.8 meV/atom. Assuming that the outer tube was pinned, the 
inner tube would exhibit a soft libration with a frequency 
vtn^3\ cm-1. In the opposite case of a fixed inner tube, the 
heavier outer wall should librate with vou/~ 11 cm-1. A free 
double-wall tube should librate with a single frequency v 
~33 cm-1. 

As in an infinite system consisting of bundled identical 
nanotubes, we expect also in an individual double-wall nano- 
tube an orientational depinning and melting to occur at suf- 

■ \7^ ■ 

j£\ FIG. 2. Band structure of aligned nanotube 
pairs, along the tube axis. Near degenerate bands 
with no gap characterize the (5,5)@(10,10) 
double-wall nanotube without intertube interac- 
tion (a). Intertube interaction opens a gap in a 
pair of (individually metallic) (10,10) nanotubes 
(b). In presence of intertube interaction, depend- 
ing on the mutual tube orientation, the 
(5,5)@(10,10) system may show zero gap in the 
most symmetric, stable configuration at <pin=0" 
(c), or four pseudogaps in a less symmetric and 
stable configuration at <pin = 3° (d). The Fermi 
level is shown by the dashed line. 
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FIG. 3. Density of states of aligned nanotube 
pairs, corresponding to the band structures in Fig. 
2: The (5,5)@(10,10) double-wall tube with no 
intertube interaction (a); pair of interacting 
(10,10) nanotubes (b); the (5,5)@(10,10) double- 
wall tube as a function of mutual tube orientation, 
for <pln=0° (c), and <pIB=3° (d). The Fermi level 
is shown by the dashed line. The densities of 
states of (5,5)@(10,10) tubes near EF are com- 
pared on an expanded energy scale in (e). Ap- 
pearance of pseudogaps, shown by the solid line 
for <pin=3°, is in stark contrast with the flat den- 
sity of states for <p,„=0° and <pin=9°, shown by 
the long-dashed line. The dotted line indicates the 
density of states of noninteracting (5,5) and 
(10,10) tubes. 
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ficiently high temperatures. The onset of orientational melt- 
ing at T0M is expected to be qualitatively similar to that 
described for the infinite lattice of (10,10) nanotubes.11,12 

Even though the activation barrier for rotation may be small 
on a per atom basis, the relevant quantity in this case is the 
infinitely high barrier for the entire rigid tube that would lock 
it in place. In the other extreme of a straight, zero-rigidity 
tube composed of independent atoms, 0.8 meV/atom activa- 
tion barrier for rotation would give rise to an orientational 
melting transition at TOM*" 

10 K- 
A more realistic estimate of the onset of orientational dis- 

order must consider that multiwall nanotubes, when synthe- 
sized, are far from being straight over long distances. As 
suggested by the potential energy surface for the librational 
mode in Fig. 1(c), a local twist by <pin>9° results in the 
nanotube switching locally from one equilibrium orientation 
to another. Formally, by mapping the orientational coordi- 
nate <pin onto the position coordinate x, this process can be 
described using the Frenkel-Kontorova model used to de- 
scribe dislocations in strained one-dimensional lattices. Un- 
der synthesis conditions at temperatures exceeding 1000 K, 
we expect substantial finite twists to occur in the individual 
tubes. Upon forming a multiwall tube, in an attempt to opti- 
mize the interwall interaction while minimizing the torsion 

4.0 

energy, orientational dislocations are frozen in at an energy 
cost of only «1.0 meV per atom in a «100 A long strained 
region,24 as compared to an optimized straight double-wall 
tube. Taking a straight, zero-rigidity tube as a reference, we 
expect Tou to increase from the 10 K value with increasing 
rigidity. Presence of orientational dislocations, on the other 
hand, should lower the activation barrier for tube rotations, 
thus lowering TOM and possibly compensating the effect of 
nonzero rigidity. 

The weak intertube interaction not only induces new vi- 
brational modes, but also modifies significantly the elec- 
tronic structure near EF. Individual (5,5) and (10,10) arm- 
chair nanotubes, with their respective D5d and Dm 

symmetries, are metallic. The band structure of each tube is 
characterized by two crossing linear bands near EF, one for 
"left" and one for "right" moving electrons. The band 
structure of a pair of decoupled (5,5) and (10,10) nanotubes, 
a mere superposition of the individual band structures, is 
shown in Fig. 2(a). The linearity of the energy bands in 
between the van Hove singularities closest to EF translates 
into a constant density of states in that energy region, as 
shown in Fig. 3(a). 

It has been argued that the symmetry lowering upon 
bunching identical metallic (10,10) tubes to a close-packed 
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Thermal treatment is reported to convert finely dispersed diamond powder to multiwall carbon 
nanocapsules containing fullerenes such as C&). We investigate the internal dynamics of a related model 
system, consisting of a K@C«> endohedral complex enclosed in a C4so nanocapsule. We show this to 
be a tunable two-level system, where transitions between the two states can be induced by applying an 
electric field between the Cm end caps, and discuss its potential application as a nonvolatile memory 
element.    [S0031-9007(99)08484-7] 

PACS numbers: 61.48.+C, 61.50.Ah, 73.61.Wp, 81.10.Aj 

Carbon nanotubes [1,2], consisting of seamless and 
atomically perfect graphitic cylinders a few nanometers in 
diameter, have been synthesized in bulk quantities [3,4]. 
The unusual combination of their molecular nature and 
micrometer-size length [5,6] gives rise to uncommon elec- 
tronic properties of these systems. Electrical transport 
measurements for individual nanotubes indicate that these 
systems may behave as genuine quantum wires [7], non- 
linear electronic elements [8], or transistors [9]. Potential 
use of nanotube-based two-level systems for permanent 
data storage, discussed here, would significantly extend 
their range of application. 

Here, we present evidence that unusual multiwall nano- 
tube structures, such as the "bucky shuttle" [10], self- 
assemble from elemental carbon under specific conditions. 
Our molecular dynamics simulations indicate that the 
bucky shuttle shows an unusual dynamical behavior that 
suggests its use as a nanometer-sized memory element. 
We show that a nanotube memory would combine high 
switching speed, high packing density, and stability with 
nonvolatility of the stored data. 

The system described in this study was produced by 
thermally annealing diamond powder of an average di- 
ameter of 4-6 nm which was prepared by the detonation 
method (Cluster Diamond, Toron Company Ltd.). The 
powder was heated in a graphite crucible in inert ar- 
gon atmosphere at 1800°C for 1 hour. This treatment 
transforms the diamond powder into graphitic nanostruc- 
tures presented in transmission electron microscope im- 
ages shown in Fig. 1. A large portion of this material 
consists of multiwall capsules with few layers, the small- 
est structures being fullerenes with a diameter close to that 
of COO- In several cases depicted in Fig. 1, the enclosed 
fullerenes may move rather freely inside the outer capsule, 
like a bucky shuttle. 

An enlargement of one of such structures in Fig. 1 
is displayed in Fig. 2(a). Figure 2(b) illustrates a cor- 
responding model, consisting of a Cßo encapsulated in a 
C48o capsule. The energetics of the C6o@C48o system is 

shown in Fig. 2(c). The ends of the outer capsule are 
halves of the C24o fullerene, the optimum structures to 
hold a COO molecule at an interwall distance of 3.4 Ä. 
These end caps connect seamlessly to the cylindrical por- 
tion of the capsule, a 1.5 nm long segment of the (10,10) 
nanotube [3]. The interaction between the unmodified COO 
molecule and the enclosing capsule is similar to that found 
in Ceo crystals and nanotube bundles [3]; it is dominated 
by a van der Waals and a weak covalent interwall in- 
teraction that is proportional to the contact area between 
the constituents.  An additional image charge interaction, 

FIG. 1. Transmission electron microscope images depicting 
multiwall carbon structures that self-assemble during the ther- 
mal annealing of nanodiamond powder under the conditions 
described in this report. The smallest spherical structures are 
COO molecules that are always found near the end of the cap- 
sule, where the attractive interwall interaction is strongest. 
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FIG. 2. (a) Enlargement of the upper-right section of the 
transmission electron microscope image in Fig. 1. (b) Struc- 
tural model for an isolated K@C«)@C4go bucky shuttle, with 
the K@C«) ion in the "bit 0" position, (c) Potential energy 
of K@C« as a function of its position with respect to the 
outer capsule in zero field (solid line) and switching field 
E, — 0.1 V/Ä (dashed lines). The K@C«> ion position, rep- 
resenting the information, can be changed by applying this 
switching field between the ends of the capsule. Energy zero 
corresponds to an isolated K@CM at infinite separation from 
the C480 capsule, (d) Schematic of a high-density memory 
board in the top and the side view. When a switching volt- 
age is applied between conductors b and C, the corresponding 
bit information will be stored in the memory element bC at 
their intersection, shown shaded. 

which is nearly independent of the C«) position, occurs 
if the CM molecule carries a net positive charge, as we 
discuss below. Obviously, the van der Waals interaction 
stabilizes the C« molecule at either end of the capsule, 
where the contact area is largest This is reflected in the 
potential energy behavior in Fig. 2(c), and results in the 
likelihood of C« being found near the ends of the cap- 
sule, as evidenced in Figs. 1 and 2(a). In the following, 
we will study the possibility of information storage in this 
two-level system. 

Usefulness of this nanostructure for data storage im- 
plies the possibility to write and read information fast 
and reliably. Of equal importance is the capability to ad- 
dress the stored data efficiently, and the nonvolatility of 
the stored information. 

In order to move the encapsulated C«) from one end 
of the capsule to the other (the molecular analog of 
writing) and to determine its position within the capsule 
(the molecular analog of reading) most efficiently, the Qo 
should carry a net charge. In the K@C«) complex, which 

is known to form spontaneously under synthesis conditions 
in the presence of potassium, the valence electron of the 
encapsulated K atom is completely transferred to the Qo 
shell [11]. The Cßo is likely to transfer the extra electron 
to the graphitic outer capsule, since the ionization potential 
of K@C6o is smaller than the work function of graphite. 
The extra electron will likely be further transferred to the 
(graphitic) structure that holds this element in place. Since 
the enclosed K+ ion does not modify the chemical nature 
of COO, we will model the dynamics of the K@C«) ion in 
the neutral C480 capsule by uniformly distributing a static 
charge of + le over the C«) shell. 

The writing process corresponds to switching the equi- 
librium position of the C«) ion between the "bit 0" and the 
"bit 1" ends of the capsule in an applied electric field. This 
is best achieved if the connecting electrodes, supplying the 
bias voltage, are integral parts of the end caps, to reduce 
the field screening by the nanotube [12]. The energetics of 
CM in the switching field Es — ±0.1 V/Ä, generated by 
applying a voltage of ** 1.5 V between the end caps, is dis- 
played in Fig. 2(c). One of the local minima becomes un- 
stable above a critical field strength, causing the C«> ion to 
move to the only stable position. The switching field Es = 
0.1 V/Ä is small and will have no effect on the integrity 
of the carbon bucky shuttle, since graphitic structures 
disintegrate only in fields E a 3 V/Ä [13,14]. 

The information, physically stored in the position of the 
C«) ion within the capsule, can be read nondestructively 
by detecting the polarity of the capsule. An alternative 
destructive read process would involve measuring the 
current pulse in the connecting wires, caused by the 
motion of the C«) ion due to an applied probing voltage. 
The total charge transfer associated with the current pulse, 
which is one electron in our case, may be increased 
by connecting several capsules in parallel to represent 
one bit, and by using higher charged complexes such as 
La@c£. 

When targeting high storage densities, the addressabil- 
ity of the stored information becomes important. One 
possible way to realize a high-density memory board is 
presented in Fig. 2(d). Maximum density is achieved by 
packing the nanotube memory elements like eggs in a car- 
ton. Rows of nanocapsules can be connected at the top 
and at the bottom by nanowire electrodes in such a way 
that a single memory element is addressed at their cross- 
ing point. Applying a switching voltage between two 
crossing electrodes [e.g., the bC pair in Fig. 2(d)] will 
generate a nonzero field only in the memory element la- 
beled bC. As in the ferrite matrix memory, many memory 
elements can be addressed in parallel using such an ad- 
dressing scheme. This arrangement applies both for the 
writing and the destructive reading processes described 
above, and allows for multiple bits to be written and read 
in parallel. In the latter case, the status of the memory 
element bC is inspected by applying a switching voltage 
between the electrode pair b, C and monitoring the cur- 
rent in these electrodes. 
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Unlike in presently used dynamic random access mem- 
ory (DRAM) elements, where information has to be sus- 
tained by an external power source, the nonvolatility of 
the stored information results from a nonzero trap poten- 
tial near the "bit 0" or "bit 1" end of the capsule. Ther- 
mal stability and nonvolatility of data depend on the depth 
of this trap potential, which in turn can be adjusted by 
changing the encapsulated fullerene complex. The cal- 
culated trap potential depth of «0.24 eV for the K@C«) 
ion near the ends of the capsule in zero field suggests 
that stored information should be stable well beyond room 
temperature and require temperatures T 5: 3000 K to be 
destroyed. Further improvement of the thermal stability 
could be achieved using higher-charged endohedral com- 
plexes containing divalent or trivalent donor atoms, such 
as La@Cg2 discussed above. 

To study the efficiency of the writing process, we per- 
formed a molecular dynamics simulation of the switching 
process from "bit 0" to "bit 1" in the microcanonical en- 
semble of the C(ß@Cm memory element. We used a pa- 
rametrized linear combination of atomic orbitals (LCAO) 
total energy functional [15], augmented by long-range 
van der Waals interactions [16]. Our computationally effi- 
cient 0(N) approach to determine the forces on individual 
atoms [17] had been previously used with success to de- 
scribe the disintegration dynamics of fullerenes [18] and 
the growth of multiwall nanotubes [19]. A time step of 
5 X 10~16 s and a fifth-order Runge-Kutta interpolation 
scheme was used to guarantee a total energy conservation 
of AE/E ä 10~10 between successive time steps. 

The results of our simulation are shown in Fig. 3. Ini- 
tially, the C«) ion is equilibrated near the "bit 0" posi- 
tion. At time t = 0, a constant electric field of 0.1 V/A 
is applied along the axis of the outer capsule. The origi- 
nally stable "bit 0" configuration becomes unstable in the 
modified total energy surface, depicted in Fig. 2(c). The 
C«) ion is subject to a constant acceleration to the right, 
and reaches the "bit 1" position only 4 ps later, as seen 
in Fig. 3(a). During this switching process, the poten- 
tial energy lost by the COO ion is converted into kinetic 
energy, as seen in Fig. 3(b). Because of the small (al- 
beit non-negligible) interaction between the encapsulated 
ion and the capsule, the kinetic energy gained initially 
occurs as rigid-body translation^ energy of the Cßo ion. 
A nearly negligible energy transfer into the internal de- 
grees of freedom due to atomic-scale friction, manifested 
in a very small increase of the vibrational temperature 
in Fig. 3(c), is observed during this initial stage of the 
switching process. 

The C«) ion reaches the opposite end of the capsule, 
4 ps after the switching field is applied, having gained 
1.5 eV of net kinetic energy. This kinetic energy is 
too small to damage the capsule, as inelastic collisions 
involving C«) require energies exceeding 200 eV to occur 
[20]. Upon impact onto the enclosing capsule from the 
inside, a substantial fraction of this energy is converted 
into heat, thus increasing the vibrational temperature of 

6       8      10 
Time [ps] 

FIG. 3. Results of a molecular dynamics simulation of the 
switching process from "bit 0" to "bit 1", when a constant 
electric field of 0.1 V/Ä is applied along the axis of the 
capsule, (a) Position of the K@C«) ion with respect to the 
center of the enclosing C48o capsule as a function of time. 
(b) Changes in the potential energy (solid line) and kinetic 
energy (dashed line) in the laboratory reference frame as 
a function of time. The portion of the kinetic energy, 
corresponding to the translation of the enclosed K@C«) ion 
with respect to the capsule (dotted line), is seen to decrease 
as the system temperature rises. The total energy (dash- 
dotted line) is conserved.   All energies are given per atom. 
(c) Vibrational temperature of the enclosed K@C«j ion (dotted 
line) and the enclosing capsule (dashed line) as a function 
of time. The solid lines are backward convolutions of the 
vibrational temperature values, using a Gaussian with a full- 
width at half maximum of 7.5 X 10~13 s. 

the outer capsule by :S10 K and that of the C«) ion by 
«2 K. Because of the high heat conductivity and melting 
temperature Tu =£ 4,000 K of graphitic nanostructures 
[18], this modest heat evolution is unlikely to cause any 
structural damage even at high access rates. 

As seen in Fig. 3(b), the net kinetic energy of the 
encapsulated C^o with respect to the outer capsule is sig- 
nificantly reduced during this collision. The Qo bounces 
back towards the middle of the capsule, slowed down by 
the opposing electric field, and finally turns again towards 
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the "bit 1" end. Figure 3(c) indicates that thermal 
equilibration in the system after the collision is achieved 
stepwise. The step period of =1 ps results from the beats 
between the low-frequency quadrupolar deformation 
modes of the colder encapsulated Cgö ion and the hotter 
enclosing capsule, which have been excited during the 
quasielastic collision. 

One or few oscillations of the C«) ion inside the 
enclosing capsule, damped by transferring energy from 
macroscopic to internal degrees of freedom, are necessary 
to stabilize it in the new equilibrium "bit 1" position, 
with a kinetic energy not exceeding the depth of the 
trap potential. As seen in Fig. 3(b), this situation occurs 
=10 ps after the initial onset of the switching field, 
thus resulting in an ideal memory switching and access 
rate close to 0.1 THz. In the slower sequential mode, 
this translates into a data throughput rate of 10 Gbyte/s, 
4 orders of magnitude faster than the data throughput rate 
of 4-5 Mbyte/s which is achieved presently in magnetic 
mass storage devices. 

In order to further reduce the switching time, one may 
consider increasing the field to shorten the transfer time 
between the two states, keeping in mind that the damping 
process would be prolonged in such a case. Unlike in 
our model simulation, there is no need to apply a constant 
switching field during the entire bit flip process. A 0.5 ps 
pulse of a 0.1-0.5 V/Ä field is found to suffice to detach 
the Co) ion from its stable position and thus to change 
the memory state. This approach may be of particular 
use if an increase of the trap potential, due to a different 
fullerene complex, should be desirable. 

Mass production of nanotube-based memory devices 
such as the one discussed here rely on the self-assembly 
of nanotubes and nanocapsules to ordered close-packed 
arrays. There has been encouraging evidence of such 
a self-assembly mechanism in the synthesis of free- 
standing nanotube ropes [3], aligned nanotube columns 
forming free-standing membranes [21], multiwall nano- 
tube columns growing from a SiC(lll) wafer [22], and 
most recently many COO molecules inside long carbon 
nanotubes [23]. We also note that, since any double- 
wall nanocapsule with the enclosed structure shorter than 
the outer capsule behaves as a tunable two-level system, 
the functionality of the proposed nanoscale memory is 
basically independent of the exact size and shape of the 
encapsulated ion and the enclosing capsule. 

In summary, we have shown that thermal treatment 
may convert finely dispersed diamond powder to multi- 
wall carbon nanocapsules containing fullerenes such as 
COO. Using molecular dynamics simulations, we inves- 
tigated the internal dynamics of a related model system, 
consisting of a KC&Qo endohedral complex enclosed in a 
C480 nanocapsule. We showed this to be a tunable two- 
level system, where transitions between the two states can 
be induced by applying an electric field between the C480 

end caps. This system, if considered as a memory ele- 
ment, would offer a combination of high switching speed, 
high density, nonvolatility of data, and relatively easy 
read/write access. 

D.T. and Y.K. K. acknowledge fruitful discussions 
with R. E. Smalley and financial support by the Office of 
Naval Research. 
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We show that an electrical shift current is generated when electrons are photoexcited from the valence 
to conduction bands on a BN nanotube. This photocurrent follows the light pulse envelope and its 
symmetry is controlled by the atomic structure of the nanotube. We find that the shift current has an 
intrinsic quantum mechanical signature in which the chiral index of the tube determines the direction of 
the current along the tube axis. We identify the discrete lattice effects in the tangent plane of the tube 
that lead to an azimuthal component of the shift current. The nanotube shift current can lead to ultrafast 
optoelectronic and optomechanical applications. 

PACS numbers: 72.40,+w, 61.48.+C, 78.20.Jq, 85.40.Ux 

Recent progress in synthesis of nanometer scale materi- 
als has led to the discovery of B,CyNz nanotubes. They 
can be formed in nearly homogeneous ordered structures 
[1,2] or in multiwall hybrid structures with alternating BN 
and C compositions [3]. These materials differ fundamen- 
tally from die structurally similar carbon nanotubes by be- 
ing noncentrosymmetric (NCS) and polar. This opens the 
possibility for accessing a new class of photovoltaic effects 
at the molecular scale. 

Photovoltaic effects in NCS materials are often based on 
an asymmetric generation of hot carriers at momenta ±k 
leading to a so-called "ballistic photocurrent" [4-6]. In 
polar NCS materials, photoexcitation across the band gap 
with polarized light also produces the so-called electrical 
"shift current" [7-9]. Microscopically this originates from 
a net displacement of charge in the unit cell due to light 
induced interband transitions (J«), intraband relaxation 
Qs), and (radiative) transitions to the original bands (Jr). 
In bulk materials, the excitation component Je usually 
prevails. 

We show that unpolarized light can induce a shift cur- 
rent ie in polar NCS nanotubes, with a direction along the 
tube axis which is determined by the chiral index of the 
tube. We find that this effect has an essentially quantum 
mechanical origin, where the sign of the current along the 
tube axis is controlled by the phase matching of electronic 
Bloch waves around the tube circumference. The discrete 
lattice structure controls the azimuthal component of this 
current and thus produces a net helical current on the tube. 
These photoeffects can lead to an assortment of new op- 
toelectronic, optomechanical, and magnetic applications, 
and interesting extensions to ring structures [10] and het- 
erojunctions [11]. We should stress that the photoeffects 
we discuss here are found at nonlinear order in the excit- 
ing fields, and are therefore physically distinct from chiral 
currents tilted with respect to the tube axis, predicted in dc 

bias driven chiral BN nanotubes [12] or chiral stretched C 
nanotubes [13,14]. 

A flat BN sheet has a honeycomb lattice with the B and 
N occupying alternate sublattices as shown in Fig. 1. The 
physics of the shift current can be understood qualitatively 
by considering the response of this 2D network of bonds 
to normally incident polarized light. The valence states are 
polarized towards the N sites and the conduction states to- 
wards the B sites. For vertically polarized (v-polarized) 
incident light the response of the system is dominated by 
the bonds which produce a net v-polarized current. For 
horizontally (*-polarized) incident light, the bonds with 
a nonzero horizontal component dominate, but these also 
produce a net v-polarized current. Note that excitation with 
an unpolarized incident field cannot produce a net current 
on this lattice since it has a threefold symmetry. However, 
this symmetry is removed when the sheet is wrapped into 
a cylindrical nanotube where the physics should be domi- 
nated by excitations with the field polarized along the tube 
axis. Depending on the wrapped structure of the tube, we 
anticipate an intrinsic photocurrent which can flow along 
the tube, around the tube, or in a chiral pattern on the tube 
surface. 

These ideas can be quantified by developing a quantum 
mechanical model which generalizes our long wave- 
length theory for a nonpolar carbon nanotube [15] to the 
heteropolar lattice. We work in a basis of Bloch Orbit- 
als ®ka(r) - eikrZne-M-K-'-fyta/jN = eikrUka 
where a — ±1 denotes the two sublattices occupying 
sites at ra in the nth unit cell. We study the states 
near the conduction and valence band edges at the K 
and K' points of the Brillouin zone shown in Fig. 1. 
A long wavelength Hamiltonian for these states is 
obtained by an expansion in small crystal momenta 
around these points, and yields in our two component 
basis (ft = 1) 
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HG. 1 (color). Planar BN forms a honeycomb lattice with B 
and N occupying alternate sites (upper left). A BN tube is 
formed by wrapping the sheet through the translation vector 
Cm„ (lower left) quantizing the transverse crystal momenta. The 
upper right-hand panel shows two representative lines of al- 
lowed momenta for a tube with a nonzero chiral index v — 
mod(m - n, 3) and chiral angle 9. The lower right panel shows 
the structure for the nonchiral armchair (10,10) wrapping of the 
BN sheet. 

//A(A,*,SA) = ( \vF (k + iSx) 
XvF{k - iSx) 

-A )■ 

(1) 
where A = ±1 is an index which labels an expansion 
around the K or K' points. The Hamiltonian in Eq. (1) 
is parametrized by three energies: a symmetry breaking 
site diagonal potential A, the kinetic energy vFk for 
motion along the tube, and the kinetic energy vF 8 due 
to the quantization of the transverse momentum around 
the circumference of the tube. On a cylindrical tube with 
lattice constant a and primitive lattice translation vectors 
in its tangent plane T\ = a(l,0) and T2 = a(l/2, V3/2) 
(Fig. 1) it is conventional to index the lattice structure 
by two integers m and n which define a superlattice 
translation vector Cm„ = mT\ + nT^. The transverse 
momenta on an (m,n) tube are quantized to the values 
8N - S0 + 2irN/\Cmtt\ where S0 = 2irsga{v)/3\Cmn\, 
depending on the sign of the chiral index of the tube, 
v = mod(n - m,3). In Eq. (1) 5A = A5#. 

The eigenvectors of H in Eq. (1) are 

fixed, and our calculation will require differentiation 
with respect to k. The Bloch eigenfunctions of our 
problem are expressed as the product of three factors 
«r) ==*'*'XaSma(*)£/*a(r). 

We extend the model Hamiltonian in Eq. (1) to in- 
clude coupling of electrons to the oscillating optical fields 
E(r) = Ee~ia" + c.c. through the dipole operator [8,9] 
#im = -eE(t) • r. For a field polarized along the tube 
direction the matrix elements of the dipole operator be- 
tween band eigenstates m and m' at crystal momenta k 
and k' are expressed using a formulation due to Blount 
[16] 

rm'm(k',k) = (l//k'm'\r\l/fkm) = -i(lf'k'm'\dk\lf'km) 

+ iS(k - k')XSaßg*m.ß(k')dkgma{k). 
"ß 

(3) 

The second term on the right-hand side of (3) forms the 
connection £m/m = ig*m>(k) • dkgm(k) due to the it depen- 
dence of the eigenstates in (2) [17]. 

In general the shift current J can be expressed in terms of 
the band off-diagonal matrix elements of the velocity op- 
erator Vßa (v = i[H, r]), and the band off-diagonal term 
in the density matrix paß, calculated to second order in 
the exciting fields E, as follows [7-9]: 

^-Vmn(k)Pnm(k) = Je + J,  + Jr.   (4) 

We focus on the component of the excitation current Je 

along the tube direction. After evaluating the sum in (4), 
we arrive at the transparent result 

r       o    f äk • fcv(k)Rcv(k)~eh'R. (5) 

Here fCv(k) is the transition rate at wave vector k, and the 
shift vector Rcv(k) is given by 

Rcv(k) = dk6vc(k) + gcc(k) - £vv(k) (6) 

with f„c(Jt) = |fvc(k)\eie"W. The shift vector Rcv(k) is 
invariant under the gauge transformations exp(i0mt) and 
we will evaluate it in a gauge with d*0m* = 0. 

For an incident electric field polarized along the tube 
direction, interband excitations are allowed only between 
band states with the same transverse momentum 5. For 
transitions between the lowest two azimuthal subbands 
(N = 0) using the eigenfunctions in Eq. (2) we find 

gv 
(ue'1*'2 \ ew" (t/e-'*/2\ ew« -1      /      A \ 

- { -ve'*l>) VT :        8c = \ *ei4,/2 ) IT • *vc{k) = T ""{W^tf 8kE + idk<f>r 

where   E = JvF(k2 + of) + A2,   <j> - tan"'^/^), 
u = >/(£■ - A)/£, and v = <J(E + A)/£. In the rest 
of this paper we will set the Fermi velocity vF = 1 so 
that energies and momenta are measured in the same 
units. Equation (2) explicitly includes a gauge function 
6mk since the overall phase of the Bloch function is not 

2  ~'\E2 - A2 

which gives the off-diagonal contribution in Eq. (6) 

.J-sJs2 

dkOvc = dk tan' 
.J-8J82 + A2 + k2\ 

{ *A ) 
The diagonal elements in Eq. (6) are 

€mm(k) = igt • dkgm = ~t'^(g2 + kl)' 

(7) 

(8) 

(9) 
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where the sign is negative for valence states and positive 
for conduction states. Combining Eqs. (8) and (9) we 
obtain the shift vector 

Rcv(k) = 
25A 

(10) 
(S2 + k2)y/82 + A2 + k2 

Comparison with Eq. (9) shows that the shift current 
[Eq. (5)] opposes the direction of the ground state polar- 
ization of the tube. 

This shift vector is odd in the symmetry breaking poten- 
tial A and odd in the transverse momentum S. Therefore, 
two BN tubes with nearly the same wrapped lattice struc- 
ture but opposite chiral indices v exhibit reversed ground 
state polarizations and opposite shift currents. Armchair 
BN nanotubes with wrapping indices (m, m) have chiral 
index v = 0 and do not exhibit a longitudinal shift cur- 
rent [as shown in the middle panel in Fig. 2 for the (5,5) 
tube]. Zigzag BN tubes with wrapping indices (m, 0) can 
be grouped into three families with positive, negative, or 
zero shift currents distinguished by the sign of the chiral 
index v [an example for the (8,0) tube with v — — 1 is in 
the left panel of Fig. 2]. It is important to notice that an 
isolated flat BN sheet has a threefold symmetry axis per- 
pendicular to the BN plane and therefore it has zero elec- 
tric polarization in its tangent plane, by symmetry. Thus it 
has no shift current for excitations at the band edge. The 
nonzero shift vector in Eq. (10) when k —* 0 is a remark- 
able long wavelength quantum mechanical effect that re- 
veals the quantization of the transverse momentum on the 
wrapped tube. 

The shift current Je in Eq. (5) is determined by the av- 
erage shift vector 31, describing the change of polarity in 
the excitation, and by the carrier injection rate h. The BN 

FIG. 2 (color). Electronic shift currents produced by excitation 
of BN nanotubes with light polarized along their axis. For the 
(8,0) wrapping the chiral index is v = -1, and the shift current 
is purely longitudinal. The (5,5) armchair wrapping has chiral 
index v = 0 and has zero longitudinal current and a nonzero 
azimuthal current which runs "counterclockwise" on the tube 
surface. The (7,3) wrapping has a chiral shift current with 
nonzero longitudinal and azimuthal components. 

bond has significant ionic character with [18] 2A«4 eV. 
This gives for excitations near the band edge, k —»• 0, a 
shift vector with a magnitude 31 « 0.06 nm for a (17,0) 
tube. For an incident intensity S — 100 kW/cm2 we can 
also obtain the interband excitation rate; we estimate that 
h » 70 nm-1 fis'1 produces a net electronic shift cur- 
rent of Je «* 0.67 pA. This value is slightly larger than 
what one obtains for excited bulk polar semiconductors. 
Opposing shift currents on different walls of a coaxial 
multiwall tube can reduce the macroscopic current, but 
cannot eliminate it except for rare high symmetry concen- 
tric lattice structures. We also expect that the recombi- 
nation current Jr will oppose Je since both currents rely 
on optical transitions with longitudinal polarization. How- 
ever, this should not prevent the observation of Je using 
pulsed laser excitation since the time scale for Jr is of the 
order of nanoseconds. 

This formalism can be extended to study chiral shift cur- 
rents with nonvanishing longitudinal and azimuthal com- 
ponents. Interestingly, the long wavelength Hamiltonian 
in Eq. (1) gives zero azimuthal current for any chiral in- 
dex v. As Q± = k ± id —* 0 this occurs because of a 
cancellation of contributions from the K and K' points 
whose long wavelength Hamiltonians have opposite hand- 
edness. However, azimuthal currents arise due to discrete 
lattice effects occurring at higher orders in an expansion 
in ß±. TO study this, we define two unit vectors at each 
point in the tube surface, perpendicular to the local outward 
unit normal h: ex which points along the tube axis, and 
ey = h X ex which points counterclockwise on the tube 
surface. A chiral angle 0 is defined as the angle between 
ex and the T\ lattice direction as shown in Fig. 1 (with 
this convention armchair nanotubes have 8 = 0). Then 
the lowest nonvanishing contribution to an azimuthal (y- 
polarized) shift current must have the form cos(6<£ - 30) 
where <j> = tan_1(5/ifc). The dependence on 6<f> means 
that azimuthal currents first occur in the continuum theory 
at sixth order in \Q\. 

We can study these terms by replacing the kinetic energy 
terms in the Hamiltonian of Eq. (1) by the discrete lattice 
counterpart ivF(k + iS) = ivFQ+ —• rL. ei(K+Q)'r" 
where t is the hopping amplitude between sites connected 
by the bond vectors T„. A systematic expansion of 
the azimuthal shift current in powers of Q± then gives 
contributions with the correct lattice symmetry and shows 
that the ratio of the azimuthal and longitudinal in-plane 
current densities scales as 

(k2 + 5
2
)
3
T

3 ...  -cos(60 - 30). 
Jx S(A2 + k2 + S2) 

(11) 

The azimuthal current for any zigzag wrapping is zero 
because of the angular factor, while its longitudinal cur- 
rent, shown in Fig. 2, is determined by the chiral index v. 
For armchair tubes and all nonzigzag tubes with chiral in- 
dex v = 0, we have 5 = 0, so the shift current is purely 
azimuthal with a direction determined by the sign of the 
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potential A. These energy dependent currents vanish at the 
band edge as «(E2 - A2)3. Nonzigzag tubes with chiral 
index v # 0 have a nonzero 5 and thus the azimuthal cur- 
rent is nonzero with p « (5/A)

2
(5T)

3
. There the shift 

current circulates in a helical pattern on the tube surface 
as shown in the right panel of Fig. 2, with a chirality deter- 
mined by the index v. The pitch is also energy dependent 
and increases according to p(E) — p(0) + a(E2 — A2). 
Thus, as shown in Fig. 2, the zigzag nanotubes generate 
a photocurrent like a wire, the armchair tubes like a coil, 
and the chiral tubes can exhibit a helical current on the 
tube surface. 

Alternatively, the shift current can be studied in a 
semiclassical model, by considering an expansion in f/A, 
where t is the nearest neighbor hopping amplitude, and 
A is the site diagonal potential. In the limit t/A •« 1 
the tube can be regarded as a network of independent 
bonds whose excitations are superimposed. Here the local 
symmetry of the zigzag tube requires zero net azimuthal 
current while the armchair wrapping has a nonzero 
azimuthal current with its direction determined by the 
sign of A. However, it is difficult to correctly describe 
the physics of the longitudinal current using this model. 
This is because the longitudinal current is controlled by 
the quantization of the transverse momentum 5. The first 
terms in the semiclassical expansion that are sensitive 
to 5 occur at order (t/A)N where N is the number of 
bonds («=40) around the tube circumference. This reflects 
the fact that the longitudinal current is fundamentally a 
nonclassical quantity for this system. 

The longitudinal shift current reduces the ground state 
electric polarization of the nanotube. This can lead to a 
fast readjustment of atomic positions on the tube walls. 
Generation of voltages by a mechanical elongation [19] 
of NCS nanotubes is a related effect. In both situations 
the response can be stronger in buckled nanotubes [20] or 
if different types of atoms occur in different layers, as in 
MoS2, WS2 [21], or GaSe nanotubes [22]. Recently, me- 
chanical motions, strikingly similar to those found in some 
biomolecular systems [23], were observed in irradiated 
nanotube bundles [24]. Interesting mechanical response 
to an applied dc bias is observed in carbon nanotubes 
immersed in a solution of NaCl [25]. Here, the motion 
is caused by attraction of ions of a given polarity to the 
nanotube. The speed but short duration of the shift cur- 
rent-induced mechanical response complements the slow 
but steady state effect of a dc bias. 

Experimental observation of the shift current in BN 
nanotubes would provide a striking illustration of funda- 
mental concepts in the modern quantum theory of polar- 
ization. The effect is also promising for new applications 
since it couples the microscopic physics on short length 

scales, which can be tuned by local fields and mechanical 
loads, to the long distance properties of the system (po- 
larization, photovoltage, etc.) Finally, there is a rapidly 
growing family of related submicron one dimensional ma- 
terials to which these ideas can be applied. 
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Combining equilibrium and nonequilibrium molecular dynamics simulations with accurate carbon po- 
tentials, we determine the thermal conductivity A of carbon nanotubes and its dependence on temperature. 
Our results suggest an unusually high value, A <= 6600 W/m K, for an isolated (10,10) nanotube at room 
temperature, comparable to the thermal conductivity of a hypothetical isolated graphene monolayer or 
diamond. Our results suggest that these high values of A are associated with the large phonon mean 
free paths in these systems; substantially lower values are predicted and observed for the basal plane of 
bulk graphite. 

PACS numbers: 61.48.+C, 63.22.+m, 66.70.+f, 68.70.+W 

With the continually decreasing size of electronic and 
micromechanical devices, there is an increasing interest 
in materials that conduct heat efficiently, thus preventing 
structural damage. The stiff sp3 bonds, resulting in a high 
speed of sound, make monocrystalline diamond one of the 
best thermal conductors [1]. An unusually high thermal 
conductance should also be expected in carbon nanotubes 
[2,3], which are held together by even stronger sp2 bonds. 
These systems, consisting of seamless and atomically per- 
fect graphitic cylinders a few nanometers in diameter, are 
self-supporting. The rigidity of these systems, combined 
with virtual absence of atomic defects or coupling to soft 
phonon modes of the embedding medium, should make 
isolated nanotubes very good candidates for efficient ther- 
mal conductors. This conjecture has been confirmed by 
experimental data that are consistent with a very high ther- 
mal conductivity for nanotubes [4]. 

In the following, we will present results of molecu- 
lar dynamics simulations using the Tersoff potential [5], 
augmented by van der Waals interactions in graphite, for 
the temperature dependence of the thermal conductivity 
of nanotubes and other carbon allotropes. We will show 
that isolated nanotubes are at least as good of heat con- 
ductors as high-purity diamond. Our comparison with 
graphitic carbon shows that interlayer coupling reduces 
thermal conductivity of graphite within the basal plane by 
1 order of magnitude with respect to the nanotube value 
which lies close to that for a hypothetical isolated graphene 
monolayer. 

The thermal conductivity A of a solid along a particu- 
lar direction, taken here as the z axis, is related to the 
heat flowing down a long rod with a temperature gradient 
dT/dz by 

]_dQ = _A dT 
A  dt dz' 

(1) 

where dQ is the energy transmitted across the area A in 
the time interval dt. In solids where the phonon contribu- 

tion to the heat conductance dominates, A is proportional 
to Cvl, the product of the heat capacity per unit volume 
C, the speed of sound v, and the phonon mean free path 
/. The latter quantity is limited by scattering from sample 
boundaries (related to grain sizes), point defects, and by 
umklapp processes. In the experiment, the strong depen- 
dence of the thermal conductivity A on / translates into 
an unusual sensitivity to isotopic and other atomic defects. 
This is best illustrated by the reported thermal conductiv- 
ity values in the basal plane of graphite [6] which scatter 
by nearly 2 orders of magnitude. As similar uncertain- 
ties may be associated with thermal conductivity measure- 
ments in "mats" of nanotubes [4], we decided to determine 
this quantity using molecular dynamics simulations. 

The first approach used to calculate A was based on a di- 
rect molecular dynamics simulation. Heat exchange with 
a periodic array of hot and cold regions along the nano- 
tube has been achieved by velocity rescaling, following 
a method that had been successfully applied to the ther- 
mal conductivity of glasses [7]. Unlike glasses, however, 
nanotubes exhibit an unusually high degree of long-range 
order over hundreds of nanometers. The perturbations im- 
posed by the heat transfer reduce the effective phonon 
mean free path to below the unit cell size. We found it 
hard to achieve convergence, since the phonon mean free 
path in nanotubes is significantly larger than unit cell sizes 
tractable in molecular dynamics simulations. 

As an alternate approach to determine the thermal con- 
ductivity, we used equilibrium molecular dynamics simu- 
lations [8,9] based on the Green-Kubo expression that 
relates this quantity to the integral over time t of the heat 
flux autocorrelation function by [10] 

A = 
1 

3VkBT2 Jo f Jo 
(J(t)-J(P))dt. (2) 

Here, kß is the Boltzmann constant, V is the volume, T 
the temperature of the sample, and the angular brackets 
denote an ensemble average. The heat flux vector J(r) is 
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defined by 

JW " Jt X
r<Ae< 

(3) 

where Ae,- = e-, — (e) is the excess energy of atom i with 
respect to the average energy per atom (e). r,- is the po- 
sition and v,- the velocity of atom i, and r,;- = r,- - r,-. 
Assuming that the total potential energy U = £,- «,■ can 
be expressed as a sum of binding energies «,• of individual 
atoms, then f/7- = -V/«;-, where V/ is the gradient with 
respect to the position of atom i. 

In low-dimensional systems, such as nanotubes or 
graphene monolayers, we infer the volume from the way 
these systems pack in space (nanotubes form bundles and 
graphite a layered structure, both with an interwall sepa- 
ration of «=3.4 Ä) in order to convert thermal conductance 
of a system to thermal conductivity of a material. 

Once J(r) is known, the thermal conductivity can be 
calculated using Eq. (2). We found, however, that these 
results depend sensitively on the initial conditions of each 
simulation, thus necessitating a large ensemble of simula- 
tions. This high computational demand was further in- 
creased by the slow convergence of the autocorrelation 
function, requiring long integration time periods. 

These disadvantages have been shown to be strongly 
reduced in an alternate approach [11] that combines the 
Green-Kubo formula with nonequilibrium thermodynam- 
ics [12,13] in a computationally efficient manner [14]. In 
this approach, the thermal conductivity along the z axis is 
given by 

A=limlim<M. 
F.-O'-»    FeTV (4) 

where T is the temperature of the sample, regulated by 
a Nos6-Hoover thermostat [15], and V is the volume of 
the sample. Jz(Fe,t) is the z component of the heat flux 
vector for a particular time t. Fe is a small fictitious 
"thermal force" (with a dimension of inverse length) that is 
applied to individual atoms. This fictitious force Fe and the 
Nos6-Hoover thermostat impose an additional force AF,- 
on each atom i. This additional force modifies the gradient 
of the potential energy and is given by 

AF,- = Ae,Fe -  X '«fry 
Jl*0 

Fe) 

+ ^S   Xf;*(i>-Fe)-ap;. (5) 
J    k(*j) 

Here, or is the Nos6-Hoover thermostat multiplier acting on 
the momentum p,- of atom i. a is calculated using the time 
integral of the difference between the instantaneous kinetic 
temperature T of the system and the heat bath temperature 

req, from a = (T - Teq)/Q, where Q is the thermal iner- 
tia. The third term in Eq. (5) guarantees that the net force 
acting on the entire N-atom system vanishes. 

In Fig. 1 we present the results of our nonequilibrium 
molecular dynamics simulations for the thermal conduc- 
tance of an isolated (10,10) nanotube aligned along the 
z axis. In our calculation, we consider 400 atoms per unit 
cell, and use periodic boundary conditions. Each molecu- 
lar dynamics simulation run consists of 50000 time steps 
of 5.0 X 10~16 s. Our results for the time dependence 
of the heat current for the particular value Ft = 0.2 A-1, 
shown in Fig. 1(a), suggest that Jz(t) converges within the 
first few picoseconds to its limiting value for t —* °° in 
the temperature range below 400 K. The same is true for 
the quantity Jz(t)/T, shown in Fig. 1(b), the average of 

80.0 

0.0        0.1        03,        03        0.4 

FIG. 1. (a) Time dependence of the axial heat flux Jz(t) in a 
(10,10) carbon nanotube. Results of nonequilibrium molecu- 
lar dynamics simulation at a fixed applied thermal force Fe = 
0.2 A"' are shown at temperatures T = 50 K (dashed line), 
100 K (solid line), and 300 K (dotted line), (b) Tune depen- 
dence of Jz(t)/T, a key quantity for the calculation of the ther- 
mal conductivity, for Fe — 0.2 Ä"1 and the same temperature 
values, (c) Dependence of the heat transport on the applied 
heat force Fe in the simulations for T = 100 K. The dashed 
line represents an analytical expression that is used to determine 
the thermal conductivity A by extrapolating the simulation data 
points Ä for Ft —* 0. 
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which is proportional to the thermal conductivity A ac- 
cording to Eq. (4). Our molecular dynamics simulations 
have been performed for a total time length of 25 ps to 
well represent the long-time behavior. 

In Fig. 1(c) we show the dependence of the quantity 

Uz(F«.')> lim 
f—»00 FeTV 

(6) 

on Fe. We have found that direct calculations of Ä for 
very small thermal forces carry a substantial error, as they 
require a division of two very small numbers in Eq. (6). 
We base our calculations of the thermal conductivity at 
each temperature on 16 simulation runs, with Fe values 
ranging from 0.4 to 0.05 A"1. As shown in Fig. 1(c), data 
for Ä can be extrapolated analytically for Fe -* 0 to yield 
the thermal conductivity A, shown in Fig. 2. 

Our results for the temperature dependence of the ther- 
mal conductivity of an isolated (10,10) carbon nanotube, 
shown in Fig. 2, reflect the fact that A is proportional 
to the heat capacity C and the phonon mean free path 
/. At low temperatures, / is nearly constant, and the 
temperature dependence of A follows that of the specific 
heat. At high temperatures, where the specific heat is con- 
stant, A decreases as the phonon mean free path becomes 
smaller due to umklapp processes. Our calculations sug- 
gest that at T = 100 K, carbon nanotubes show an un- 
usually high thermal conductivity value of 37 000 W/m K. 
This value lies very close to the highest value observed in 
any solid, A = 41000 W/mK, that has been reported [1] 
for a 99.9% pure 12C crystal at 104 K. In spite of the 
decrease of A above 100 K, the room temperature value 
of 6600 W/mK is still very high, exceeding the reported 
thermal conductivity value of 3320 W/m K for nearly iso- 
topically pure diamond [16]. 

We found it useful to compare the thermal conductivity 
of a (10,10) nanotube to that of an isolated graphene mono- 
layer as well as bulk graphite. For the graphene monolayer, 
we unrolled the 400-atom large unit cell of the (10,10) 
nanotube into a plane. The periodically repeated unit cell 
used in the bulk graphite calculation contained 720 atoms, 

I 

4x10 

3x10 

100 200       300 

r[K] 

arranged in three layers. The results of our calculations, 
presented in Fig. 3, suggest that an isolated nanotube 
shows a very similar thermal transport behavior as a hypo- 
thetical isolated graphene monolayer, in general agree- 
ment with available experimental data [17-19]. Whereas 
even larger thermal conductivity should be expected for 
a monolayer than for a nanotube, we must consider that 
unlike the nanotube, a graphene monolayer is not self- 
supporting in vacuum. For all carbon allotropes con- 
sidered here, we also find that the thermal conductivity 
decreases with increasing temperature in the range de- 
picted in Fig. 3. 

Very interesting is the fact that once graphene layers are 
stacked in graphite, the interlayer interactions quench the 
thermal conductivity of this system by nearly 1 order of 
magnitude. For the latter case of crystalline graphite, we 
also found our calculated thermal conductivity values to 
be confirmed by corresponding observations in the basal 
plane of highest-purity synthetic graphite [17-19] which 
are also reproduced in the figure. We would like to note 
that experimental data suggest that the thermal conductiv- 
ity in the basal plane of graphite peaks near 100 K, similar 
to our nanotube results. 

Based on the above described difference in the con- 
ductivity between a graphene monolayer and graphite, we 
should expect a similar reduction of the thermal conduc- 
tivity when a nanotube is brought into contact with other 
systems. This should occur when nanotubes form a bundle 
or rope, become nested in multiwall nanotubes, or interact 
with other nanotubes in the "nanotube mat" of "bucky pa- 
per" and could be verified experimentally. Consistent with 
our conjecture is the low value of A = 0.7 W/mK re- 
ported for the bulk nanotube mat at room temperature [4]. 

In summary, we combined results of equilibrium and 
nonequilibrium molecular  dynamics   simulations  with 

4x10* 

„  3x10* 

I  2xl04 

1x10" 

FIG. 2.   Temperature dependence of the thermal conductivity 
A for a (10,10) carbon nanotube for temperatures below 400 K. 

0x10* 

FIG. 3. Thermal conductivity A for a (10,10) carbon nanotube 
(solid line), in comparison to a constrained graphite monolayer 
(dash-dotted line), and the basal plane of AA graphite (dotted 
line) at temperatures between 200 and 400 K. The inset repro- 
duces the graphite data on an expanded scale. The calculated 
values (solid triangles) are compared to the experimental data of 
Refs. [17] (open circles), [18] (open diamonds), and [19] (open 
squares) for graphite. 
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accurate carbon potentials to determine the thermal con- 
ductivity A of carbon nanotubes and its dependence on 
temperature. Our results suggest an unusually high value 
A « 6600 W/mK for an isolated (10,10) nanotube at 
room temperature, comparable to the thermal conductivity 
of a hypothetical isolated graphene monolayer or graphite. 
We believe that these high values of A are associated with 
the large phonon mean free paths in these systems. Our 
numerical data indicate that in the presence of interlayer 
coupling in graphite and related systems, the thermal con- 
ductivity is reduced significantly to fall into the experi- 
mentally observed value range. 
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Effect of van der Waals Interactions on the Raman Modes in Single Walled Carbon Nanotubes 
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We have measured the Raman spectrum of individual single walled carbon nanotubes in solution 
and compare it to that obtained from the same starting material where the tubes are present in ordered 
bundles or ropes. Interestingly, the radial mode frequencies for the tubes in solution are found to be 
~10 cm-1 higher than those observed for tubes in a rope, in apparent contradiction to lattice dynamics 
predictions. We suggest that there is no such contradiction, and propose that the upshift is due rather to 
a decreased energy spacing of the Van Hove singularities in isolated tubes over the spacings in a rope, 
thereby allowing the same laser excitation to excite different diameter tubes in these two samples. 

DOI: 10.1103/PhysRevLett86.3895 PACS numbers: 78.30.Na 

The dominant experimental technique for studying 
phonons in single walled carbon nanotubes (SWNTs) has 
been Raman spectroscopy [1-5]. Until now, almost all 
Raman spectra have been collected on nanotube bundles 
that are synthesized by the pulsed laser vaporization (PLV) 
[6] or the electric arc (EA) [7] methods. These bundles 
contain on the order of 100 well-aligned SWNTs arranged 
in an approximately closed-packed triangular lattice. A 
typical Raman spectrum of the EA-derived SWNT bundles 
obtained using the 1064 run excitation wavelength ex- 
hibits two prominent features at COR ~ 160 cm-1 (radial 
band) and toT ~ 1590 cm-1 (tangential band). The 
position and the line shape of these bands have been used 
extensively to determine the SWNT diameter distribution 
and semiconducting/metallic nature of SWNTs. 

The tube-tube interactions within SWNT bundles are 
weak, similar to the coupling between adjacent graphene 
planes in 3D crystalline graphite or the interball coupling 
found in solid COO- This weak intertube coupling is domi- 
nated by the van der Waals interaction, but contains a 
nonzero covalent component that has been shown theo- 
retically and experimentally to have significant influence 
on the vibrational [8-12] and electronic states for carbon 
nanotubes [13-15]. Recently, Chen et al. [5] reported the 
synthesis of soluble shortened and full-length single walled 
carbon nanotubes. Details of the preparation and character- 
ization of the solubilized tubes (S-SWNTs) are described 
elsewhere [5]. Atomic force microscope images showed 
that the majority of the bundled SWNTs were separated 
into small bundles (2-5 nm in diameter) and isolated tubes 
during the solubilization process [5]. 

In Fig. 1, the Raman spectrum of S-SWNTs in CS2 is 
compared to that obtained for bundled SWNTs, the latter in 
powder form. The S-SWNTs and bundled SWNTs referred 
to in Fig. 1 stem from the same as-prepared EA material. 

Three modes, previously identified with A\g, E\g, and Ezg 

symmetries and frequencies that are nearly independent of 
the tube diameter, are expected near the 1590 cm-1 band 
for achiral tubes [1]. For the chiral tubes, six modes are 
Raman active with Aj, £1, and Ei symmetries [16]. In 
contrast to the high frequency band at 1590 cm-1, the low 
frequency band centered ~ 160 cm-1 is identified with A\g 
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FIG. 1. Room temperature Raman spectrum of arc synthesized 
bundled SWNTs and solubilized SWNTs (S-SWNTs) in CS2 
(excitation wavelength = 1064 nm). The peaks identified by * 
are attributed to CS2- The tangential band intensity is set to a 
constant peak intensity value so that the radial band intensities 
in the two spectra can be compared. Left- and right-hand insets 
show, respectively, the deconvolution of the radial and tangential 
bands in bundled and S-SWNTs. The vertical and horizontal 
axes for the two insets correspond, respectively, to the Raman 
intensity and shift. The numbers within parentheses refer to the 
full width at half maximum intensity of the Raman lines. 
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radial breathing modes whose frequency is strongly de- 
pendent on the tube diameter [16]. Consistent with the 
calculated mode frequencies and intensities, other weak 
Raman-active features have been observed in the interme- 
diate phonon frequency region between a>R and o)T [1]. 

For an isolated SWNT, theoretical calculations have 
shown that the radial mode frequency <o'R exhibits a par- 
ticularly simple dependence on the tube diameter d' as [3] 

(o'R ~ 224 cm"1 • nm/d'. (1) 

(Henceforth, primed and unprimed notation correspond, 
respectively, to isolated and bundled SWNTs.) Equa- 
tion (1) has been widely used to determine the tube diame- 
ter distribution in samples containing both isolated and 
bundled nanotubes, since Raman spectroscopy provides a 
quick and convenient technique for sample characteriza- 
tion. Thus, care has to be taken to understand the origin 
of potential deviations from this relationship. As men- 
tioned above, most Raman spectra have been obtained for 
bundled nanotubes. Because of the space restrictions im- 
posed by the presence of neighboring tubes, tube-tube in- 
teractions within a bundle have been predicted to cause 
a ~6-20 cm-1 up-shift in <oR with respect to the corre- 
sponding value in isolated tubes, depending on particular 
theoretical calculations [8,9,11,15]. The effect of intertube 
interactions on the vibrational modes of SWNTs was first 
reported by Venkateswaran et cd. [8] and has been used to 
interpret shifts in both IOR and toT that were induced by 
applying external pressure. Comparing these experimental 
results to those obtained from a generalized tight binding 
calculation, which included the effects of the externally 
applied pressure, the simple IO'R ~ 224 cm-1 • nm/d' re- 
lation for isolated tubes was generalized to nanotubes in- 
side a bundle by the addition of a nearly constant upshift 
of ~7% for tubes in the diameter range 0.7 nm < d < 
1.5 nm [8,9]. Thus, in the case of bundled SWNTs, Eq. (1) 
is modified as 

(on ~ (224 cm-1 • am/d) + ACOR , (2) 

where ACOR is the anticipated up-shift due to tube-tube in- 
teractions which is approximately independent of the tube 
diameter in the restricted range of diameters. 

According to Eq. (2), the observed up-shift in OJR from 
bundled to S-SWNTs in Fig. 1 is anomalous, since the 
loss of intertube forces in S-SWNTs would be expected 
to soften (OR relative to its frequency of 160 cm-1 ob- 
served in the Raman spectrum of bundled SWNTs. It 
should be noted that shifts in O>R or <oj have also been ob- 
served in doped nanotube bundles, where they have been 
related to the charge transfer between the nanotubes and 
the alkali metal (down-shift) or halogen dopants (up-shift) 
[17]. However, unlike the tube-tube coupling which af- 
fects mainly CJR and not wj (see, for example, Fig. 1), 
charge transfer induced by doping was found to affect both 
the radial and the tangential mode frequencies to a large 
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extent [17]. Clearly, for the spectra depicted in Fig. 1, 
the 10 cm"1 up-shift in (oR upon forming S-SWNTs from 
bundled SWNTs cannot be attributed to charge transfer, 
since a>T for S-SWNT exhibits an insignificant frequency 
shift from the value observed in bundled SWNTs. 

It is also of interest to note from the right-hand in- 
set of Fig. 1 that the loss of intertube interactions in the 
S-SWNTs in CS2 leads to narrower linewidths for the tan- 
gential band relative to those observed in bundled SWNTs. 
A Lorenztian line shape analysis reveals at least four nar- 
row subbands for the bundled SWNTs and a single nar- 
row mode for S-SWNTs in CS2. Similarly, from the 
left-hand inset in Fig. 1 for the radial band, a reduced num- 
ber of Lorentzians is observed in the spectrum of S-SWNT 
sample when compared to that of the bundled SWNTs. It 
is not yet understood how tube-tube interactions might af- 
fect the number of tangential bands observed. 

In Fig. 2, we compare the radial and tangential bands 
of PLV synthesized bundled SWNTs and solid full length 
PLV synthesized S-SWNTs (i.e., solubilized full length 
SWNTs obtained by evaporating the organic solvents). 
Unfortunately, the Raman spectra of S-SWNT dissolved in 
organic solvents (CS2 or THF) obtained using visible laser 
excitations showed strong luminescence, and prevented us 
from detecting the radial or the tangential bands. The ori- 
gin of this luminescence is not understood at present and 
warrants an independent study. The radial bands in solid 
S-SWNTs are consistently up-shifted relative to those of 
bundle SWNTs in all spectra depicted in Fig. 2(a). On the 
other hand, narrowing of the tangential band in S-SWNTs 
in CS2 (see right-hand inset of Fig. 1) is absent in the tan- 
gential bands in solid S-SWNTs [Fig. 2(b)]. At least two 
important conclusions can be drawn from the Raman data 
presented in Figs. 2(a) and 2(b): 

(i) Both semiconducting and metallic tubes exhibit 
— 10 cm-1 up-shift as bundled tubes are solubilized. As 
Pimenta et cd. [18] have argued, the 647.1 nm excitation 
couples predominantly to metallic tubes in the sample. 

(ii) The relatively broader tangential band in solid 
S-SWNTs compared to that of S-SWNT in CS2 suggests 
that the organic solvent-nanotube interactions have a 
smaller influence on the tangential mode lifetime than the 
tube-tube interactions in solid S-SWNTs. 

Of particular importance to the discussion of the anoma- 
lous up-shift in 10R is the electronic density of states (DOS) 
of isolated and bundled nanotubes with a diameter distri- 
bution representative of the sample. For the sake of simple 
comparison, we restrict our discussion to (8,8)-(ll,ll) 
armchair tubes, although similar calculations can be per- 
formed for zigzag and cbiral tubes. A density functional 
formalism within the local density approximation (LDA) 
was used [14]. The tight-binding parametrization, based 
on LDA electronic structure results [19], had been used 
successfully to describe the effect of intertube coupling on 
quantum transport [20] and the opening of pseudogaps in 
bundled and multiwalled nanotubes [14,21]. The calcu- 
lated electronic DOS of these quasi-ID systems, presented 
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in Fig. 3, shows sharp singularities at energies £/, associ- 
ated with the (E - Et)~l/2 Van Hove singularities. The 
electronic DOS plots show that the metallic tubes have a 
small, nearly constant DOS near the Fermi level (EF). Our 
results indicate that intertube coupling causes an additional 
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FIG. 2. Comparison of the radial (a) and tangential bands (b) 
in the PLV synthesized bundled and S-SWNTs for three laser ex- 
citation energies. In (b), the tangential bands for the bundled and 
S-SWNTs are superimposed for comparison of the linewidths. 

band dispersion of ~0.2 eV, which not only opens up a 
pseudogap at £> but also broadens by the same amount the 
Van Hove singularities and the peak positions shift away 
from Ef. This leads to a net increase of the energy spacing 
Ai between the first, and A2 between the second, pair of 
Van Hove singularities in the electronic DOS for bundled 
nanotubes (Table I). 

Quantum confinement effects were observed in the 
Raman spectra of SWNT bundles through the resonant 
Raman enhancement effect between the excitation laser 
energy (Eiaser) and me electronic transitions between 
the Van Hove singularities in the quasi-ID DOS in the 
valence and conduction bands of carbon nanotubes [1]. 
The combined scanning tunneling spectroscopy studies on 
PLV synthesized SWNTs [22,23] and optical transmission 
spectra taken from SWNTs synthesized using Ni:Y cata- 
lyst in the EA method [24] yield the approximate relations 
for semiconducting and metallic nanotubes, respectively: 

A', = aid'. (3a) 

In the above relation between Ai and the tube diame- 
ter d', tight-binding theory shows that a = 2yo^c-c for 
semiconducting tubes and a = 6yo^c-c in metallic tubes, 
where 70 is the nearest neighbor overlap energy (or the 
transfer integral of a tight-binding model) and dc-c is 
the nearest neighbor distance in the hexagonal network. 
Amending this equation for intertube interactions, we have 

Ai = aid + SA,. (3b) 

We now discuss the origin of the anomalous up-shift 
in  (OR  in the Raman spectrum for S-SWNTs.   The 
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FIG. 3. Density of states of isolated (dotted lines) and bundled 
(solid lines) (8,8) (a), (9,9) (b), (10,10) (c), and (11,11) (d) 
carbon nanotubes. Clearly visible is the appearance of the 
pseudogap near EF •= 0 and the broadening of the Van Hove 
singularities, as isolated nanotubes bundle up into a close-packed 
triangular lattice. The tube indices (n, n) refer to armchair tubes 
(Ref. [16]). 
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TABLE I 
electronic 
values is 

Calculated energy difference, A^ between the first and, A2, between the second pairs of Van Hove singularities in the 
density of states for isolated tubes and weakly interacting tubes in a bundle. The difference between the tube and bundle 

denoted by 8A. All energy values are in eV units. 

(n,n) Ai (tube) Aj (rope) <5A, A2 (tube) A2 (rope)                   5A2 

(8.8) 
(9.9) 

(10,10) 
(11,11) 

2.03 
1.83 
1.64 
1.49 

2.23 
1.99 
1.84 
1.63 

0.20 
0.16 
0.20 
0.14 

3.69 
3.39 
3.12 
2.87 

3.89                     0.20 
3.55                      0.16 
3.29                     0.17 
2.98                      0.11 

~10 cm-1 up-shift can be understood and estimated nu- 
merically via Eqs. (l)-(3). Using the calculated value for 
A(OR — 14 cm-1 in bundled tubes in Ref. [9], Eq. (2) can 
be rewritten as 

(OR — 224 cm    • raa/d + 14 cm -l (4) 

Because of the resonant Raman scattering process in 
SWNTs, at a fixed excitation laser energy (Euser — Ai), 
it follows from Eqs. (3a) and (3b) that the following 
equality should be satisfied as the bundles are processed 
into isolated tubes: 

a/d' = a/d + 0.2 eV. (5) 

For y0 ~ 2.9 eV [25], dc.c ~ 1.42 A and OD'R ~ 
224 cm-1 • am/d' it follows from Eqs. (2), (4), and (5) 
that (o'g — toK ~ 40 cm-1 for semiconducting tubes, and 
~4 cm-1 for metallic tubes. Furthermore, for fixed laser 
frequency, we see that the laser couples preferentially 
to isolated tubes with diameter d' and bundled tubes 
with diameter d, where Ad — d' - d = - 0.2d2/a. 
Regardless of the tube type (semiconducting or metallic), 
the net result of debundling is an apparent up-shift in the 
Raman active radial breathing mode frequency for the 
S-SWNTs using the same excitation frequency. Recently, 
Duesberg et al. [26] found using the 633 nm excitation 
that (OR up-shifts from — 188 cm-1 in a —5 nm thick 
SWNT bundle to -193 cm-1 in a ~1.5 nm bundle. 

Finally, it should be mentioned that the above explana- 
tion for the observed up-shift in the radial mode frequency 
assumes that a remains unchanged as bundled tubes are 
debundled [cf. Eqs. (3a) and (3b)]. An independent study 
based on LDA calculations will be necessary to verify the 
assumption made for a in this study. 
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Abstract 

Recent high-resolution transmission electron microscopy (HREM) studies of multiwalled carbon nanotubes (MWCNTs) 
reveal a class of defects analogous to edge dislocations in a crystal. These defects are believed to mark the transition from 
scrolls on one side to nested tubes on the other. On the tube side, layer spacing becomes irregular. Analysis of the helicity of 
the tubes shows a strong correlation between diameter and helicity. This suggests that the organizing principle for the tubes 
is not Van der Waals forces, as in the case of graphite or turbostratic carbon, but preservation of helicity. Based on these 
observations and total energy calculations, the authors speculate that graphene monolayers initially form scrolls and 
subsequently transform into multiwall nanotubes through the progression of defects. Scrolls and nested tubes thus coexist 
within a single MWNT.   © 2002 Published by Elsevier Science Ltd. 

Keywords: A. Carbon nanotubes; C. Transmission electron microscopy; D. Defects, Microstructure 

1. Introduction 

Multiwalled carbon nanotubes (MWCNTs) were discov- 
ered in 1991 by Iijima [1] in the plasma of a carbon arc 
used to make fullerenes, this time at pressures below 1 
atm. Later, single-walled carbon nanotubes were discov- 
ered from a somewhat similar process [2]. Although the 
existence of MWCNTs formed by catalytic processes had 
been known for decades [3-5], the relatively defect-free 
structures of the MWCNTs formed in the extremely high 
temperatures of the arc-discharge process (about 5000 °C) 
have been intriguing enough to lead to a number of studies 
on their unique structure and properties [6-9]. 

From a historic perspective, the discovery of sub-micron 
size 'graphite whiskers', with a microstructure analogous 
to MWCNTs, was first reported by Bacon in 1960 [10]. 
These whiskers were made in a DC carbon arc, in inert gas 
at a pressure of 93 atm. By passing a large current through 
one of these 'whiskers' and exploding one of its ends, 
Bacon observed that they possessed a scroll-like micro- 

*Corresponding author. Fax: +1-302-695-1351. 
E-mail  address:   shekhar.subramoney@usa.dupont.com   (S. 

Subramoney). 

structure. A very recent study on the cross-sectional 
structure of vanadium oxide nanotubes [11], albeit at 
significantly higher resolutions, illustrates the co-existence 
of scrolled and nested structures within individual tubes. 

Analysis of the structure of MWCNTs processed by the 
arc-discharge method started with their discovery in 1991. 
Initially observed by high-resolution transmission electron 
microscopy (HREM), the MWCNTs were proposed to be 
made of carbon atom hexagonal sheets arranged in a 
helical fashion about the tube axis [1]. With the diameters 
of most arc-discharge produced carbon nanotubes approxi- 
mately in the 10-nm range combined with their rather 
symmetrical microstructures, several theoretical predic- 
tions were made about their unique electronic and physical 
properties [12-14]. Considering how important the precise 
microstructure of individual nanotubes would be in dictat- 
ing specific properties, characterizing the structure of these 
novel materials at the atomic level became a paramount 
issue for several researchers. Among various analytical 
techniques, HREM has clearly been the most applied 
technique for studying the intricate structure of MWCNTs 
in detail, providing information on how the tubes are 
stacked, the nature of defects, and the structure of internal 
as well as external closures [15]. Other analytical methods 

0008-6223/02/$ - see front matter   © 2002 Published by Elsevier Science Ltd. 
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have been also used for the structural characterization of 
MWCNTs: X-ray diffraction for crystallographic measure- 
ments [16], scanning probe microscopy for surface topog- 
raphy at the atomic scale [17], and electron diffraction to 
analyze the internal structure on a detailed basis [18]. 

Visual inspection of a large number of HREM images of 
MWCNTs clearly illustrates that these materials have a 
highly complex structure fraught with numerous defects. It 
is believed that the chaotic environment associated with 
evaporation of graphite electrodes in an arc leads to these 
complex structures. In this paper we discuss the structure 
of 'hybrid' MWCNTs composed of scrolled and nested 
segments, with the respective features typically separated 
from each other by defects such as edge dislocations. 

2. Experimental 

The MWCNTs analyzed in this work were prepared by 
the arc-discharge process involving dual graphitic elec- 
trodes, similar to those used by Ebbesen and Ajayan for 
large scale synthesis of MWCNTs [19]. The conditions 
inside the reaction vessel included a helium atmosphere at 
500 Torr, and operating voltage and current at 20 V and 
100 Amp, respectively. The gap between the anode and the 
cathode was maintained at ~1 mm by continuously trans- 
lating the anode during the experiment with a motor. As 
outlined earlier by numerous researchers, the anode is 
consumed and a cylindrical growth occurs on the face of 
the cathode during the arc discharge process. The 
MWCNTs are found in the core of this cylindrical growth. 

The MWCNT samples obtained from the core of the 
cathode following the arc-discharge process were dispersed 
using pure ethanol onto holey carbon coated transmission 
electron microscopy (TEM) grids. HREM was performed 
on a Philips CM-20 high-resolution TEM equipped with an 
Ultratwin polepiece. The microscope was operated at an 
accelerating voltage of 200 kV and images were recorded 
under conventional conditions on sheet films. 

3. Theoretical 

It is now well established that the strain energy involved 
in deforming an sp1 bonded graphene sheet can be well 
described by continuum elasticity theory [20,21]. The key 
quantities in mis formalism are the flexural rigidity of a 
graphene sheet, D = 1.41 eV, and Poisson's ratio a = 
0.165. The energy needed to bend a graphene monolayer 
into a cylinder of radius R is 

A£,=47rZ)(a + l) = 20.6eV (2) 

&E, = wDL/R = ecyiL/R (1) 

where ecyI = 4.43 eV and L is the axial length. The 
corresponding strain energy for a spherical structure is 
independent of the radius, and is given by 

The interlayer interaction AE,, which stabilizes mul- 
tiwall structures, is proportional to the contact area A and 
given by 

A£, = €v (3) 

where evdW = 2.48 eV/nm . The latter value, obtained 
from graphite, is based on an interlayer separation of 0.34 
nm that is common to virtually all sp2 bonded structures. 
Finally, there is an energy penalty A£e associated with the 
generation of an exposed edge 

AE. = e.L (4) 

where ec = 21 eV/nm is an average value for graphite [22] 
and L is the length of the exposed edge. 

The reference system in all these considerations is a 
large graphene monolayer with no exposed (or completely 
saturated) edges. Formation of a scroll requires the energy 
to form two edges along the entire axis and the strain 
energy associated with rolling up the sheet A scroll will be 
stable as long as the energy gain upon forming interwall 
interactions outweighs this energy investment. Formation 
of a multiwall nanotube involves the strain energy to form 
the individual cylindrical wall, which is compensated by a 
similar gain due to interlayer interactions. We observe that 
these two energies are comparable for multiwall systems 
with the same inner and outer radius, whether a scroll or a 
multiwall tube composed of nested cylinders. Since the 
scroll contains two edges along the entire length, it should 
be intrinsically less stable than a multiwall nanotube. As a 
transformation between these two structures involves bond 
rearrangement, the metastable scroll could in principle 
co-exist with the more stable multiwall system of nested 
cylinders. 

4. Results and discussion 

In this work, we use a kinematic approach for analyzing 
the HREM images of MWCNTs as a working hypothesis. 
Recently, using this approach, minute changes of the 
interwall spacing in MWNTs were investigated quantita- 
tively [23]. In view of the level of detail in our analysis, 
extra caution is being paid to avoiding potential artifacts, 
such as mistaking interference fringes for graphitic layers. 
Even though complex structures, such as bent MWNTs, 
will produce intriguing diffraction patterns, it is inconceiv- 
able that artifacts such as a discontinuity in the number of 
walls would occur only in one and not the opposite wall of 
the same tube without a corresponding structural defect 
While a dynamical analysis will probably give a more 
complete account of the scattering processes man a purely 
kinematic approach in such studies involving HREM, the 
associated complexity of the modeling calculation makes 
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this approach prohibitively involved for the nanotubes 
analyzed in this paper. The kinematic approach followed in 
this work is currently state-of-the-art for HREM studies of 
MWCNTs, and we expect our results to be confirmed by a 
dynamical interpretation in the future. 

One of the most common defects observed in most of 
the MWCNTs studied in this work was the variation in 
thickness of the tube wall along the perimeter, as illus- 
trated in Fig. 1. This TEM image shows essentially a 
longitudinal cross-section of this tubular system, showing a 
'pair of thick walls' separated by the inner cavity. While 
the interlayer spacing of the (0002) graphene planes on the 
thinner of the two walls appears fairly uniform, the 
variation in interplanar spacings is fairly significant on the 
thicker wall. The number of independent (0002) interpla- 
nar spacings observed on the thicker wall considerably 
exceeds two singular spacings as suggested by Amelinckx 
et al. [7]. This anomaly was observed in most of the 
MWCNTs observed in this sample and it may be attributed 
to specific formation conditions that existed in the arc 
during the synthesis. Even though the interplanar spacing 
on the thinner wall appears fairly uniform on a visual 
basis, data generated in this work indicates that the 
graphene planes comprising the thinner wall exhibit a 
small but clearly significant variation in layer-to-layer 
spacing. 

The classic variation in the interplanar spacing of the 
graphene sheets on the lower wall is indicated by the letter 
B in Fig. 1. Further examination of this MWCNT along its 
length reveals a previously undiscovered feature. It shows 
what appears to be a classic slip-plane defect, marked by 
the letter A. We believe that this defect marks the boundary 
between a scroll and a nested tube configuration within the 
same MWCNT. Interestingly enough, visual examination 
of this MWCNT for lengths of about 300 nm on either side 
of A indicated that the wall thickness was more or less 
uniform to the left, but the interplanar spacings on the 

Fig. 2. Enlargement of the slip plane defect in Fig. 1, marking a 
junction of scroll and nested tube sections. 

lower wall became larger and larger on the right of point 
A, such as at point B. 

An enlargement of the defect (marked as A in Fig. 1) is 
shown in Fig. 2, and a pair of terminating (0002) lattice 
fringes are clearly visible in this image. This feature is 
associated with an edge dislocation running parallel to the 
axis of the MWCNT and this indicates that such an edge 
dislocation causes a changeover from scroll-like to a 
nested configuration (or vice versa) of the MWCNT. It 
appears that most of the MWCNTs examined in this 
sample flip-flopped between the scroll-like and nested 
structures by well-marked defects along the length of the 
nanotubes. 

Another HREM image of a MWCNT exhibiting signifi- 
cant variable layer spacing in one of its walls is shown in 
Fig. 3. The most interesting feature of this particular tube 

Fig. 1. Transmission electron micrograph of a multiwall carbon nanotube with a slip-plane defect and irregular layer spacing. 
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Fig. 3. Irregular layer spacing shifting from side to side and internal caps associated with irregular layer spacing. 

is that a series of defect structures causes the variable layer 
spacing to change from one wall to the other. It appears 
that strategically placed lattice defects such as pentagons 
and heptagons can account for changing the eccentric 
nature of the MWCNT from one wall to the other. 
Analysis of several images indicates that the variable layer 
spacing is associated with nested eccentric tubes. Support 
for this belief is also observed in Fig. 3, which shows 
internal caps associated with variable layer spacing. The 
caps are inconsistent with a scroll configuration. 

The defect structure that accounts for the noticeable 
variation in the layer spacing of the (0002) lattice fringes 
on one wall of the MWCNT sometimes manifests itself as 
an extra layer plane in the immediate vicinity of the defect 
site. This is clearly illustrated in the HREM image of the 
MWCNT shown in Fig. 4. An extra layer plane is clearly 
visible within the circle marked on the lower wall of the 
tube compared to the number of layer planes on the upper 
wall, which lends further credence to the co-existence of 
nested and scrolled structures in MWCNTs separated by 
defects. As observed in several other instances, a notice- 
able variation in the interplanar spacing is visible to the 
left side of the defect on the lower wall of the tube. 

The mechanism responsible for variable lattice spacing 
was not immediately obvious. In a search for clues, nested 

tubes were examined for helicity utilizing image analysis 
via graphics software (CORELDRAW). HREM images were 
printed at a magnification of 1.7 million, and scanned to 
form digital images. Selected parts of four tubes were 
cropped in Corel PHOTOBUNT, and imported into CORELDRAW. 

This software is vector-based, and precise information is 

Fig. 4. Extra layer plane in the vicinity of slip-plane defect 
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Fig. 5. Lattice spacing determination. 

available on the coordinates of each line. The images were 
enlarged 16 or 32 X, and white lines drawn in the center of 
the dark areas, as determined by eye (see Fig. 5). From the 
coordinates of the individual lines, lattice spacings and 
tube diameters were calculated. Minimum helicity was 
calculated by determining the number of repeat units (Fig. 
6) contained in the tube circumference, rounded upwards 
to the next integer. 

The helicity was calculated as the arccosine of the tube 
circumference divided by the number of repeat units times 
unit length. In this work, helicity is defined as the 
deviation from the armchair configuration, in contrast to 
the chirality defined by the conventional roll-up vector, in 
which the armchair configuration has an angle of 30°. The 
angle of the chiral vector can be determined by subtracting 
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Fig. 7. Effect of excess repeat units on helicity, for nanotube from 
image 863. 

the helicity calculated in this work from 30°. Handedness 
was assumed to be the same for all layers. When the 
minimum helicity was plotted against tube diameter, a 
pattern appeared of decreasing helicity with increasing 
diameter, but with a great deal of scatter. When an extra 
repeat unit was added, helicity decreased monotonically 
with tube diameter, and when a second repeat unit was 
added, scatter decreased noticeably. These data, for a 
single nanotube, are plotted in Fig. 7. 

Lattice spacing and tube diameter data were collected on 
three additional tubes, of varying inside diameter and 
number of layers (see Table 1). Data for the four tubes, 
with two extra repeat units are plotted in Fig. 8. The 
correlation line is developed from a simple cubic equation, 
and the correlation coefficient is a remarkably high 0.945. 
The helicity of a nested tube appears to be dependent only 
upon its diameter! The equation for the correlation is: 

$ = helix angle, degrees: d = layer diameter, nm 

0 = 29.3136 - 2.3343d + 0A049d2 - 0.001 Sd3 

Several observations should be made. First, a multiwall 

Table 1 
Characteristics of multiwall nanotubes 

Tube no. O.D. I.D. No. of 
(nm) (nm) layers 

863 24.3 4.07 24 
858a 15.12 3.91 14 
851 22.23 8.92 16 
862 18.84 5.42 17 
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Fig. 8. Helicity vs. layer diameter, with two added repeat units. 

structure is probably the lowest energy form for the 
nanotube, analogous to graphite heat treated at high 
temperatures. The rearrangements necessary at the transi- 
tion between scroll and nested tube represent major 
defects, much more serious for nanotube strength than 
Stone-Wales reorganizations. Second, there is no guaran- 
tee that the nested tubes used in this analysis were imaged 
at their maximum diameter, although the quality of the 
correlation suggests that the numbers obtained are close. 
The simple algorithm proposed shows that a small change 
in helicity takes place from layer to layer, the increments 
being small. 

The rather significant variations in (0002) interplanar 
spacings on one wall in MWCNTs and the possible causes 
for this feature are not totally novel concepts in carbon 
nanotube research. In the introduction to [23] Kiang et al. 
report average layer spacing from several workers covering 
the range 0.34-0.375 nm, and in their own work reported 
values from 0.34 to 0.39 nm, depending on diameter. Also, 
the co-existence of scrolled (where the helicity is con- 
served from layer to layer) and nested features within the 
same nanotube has been reported previously. High-res- 
olution electron microscopy of ultrathin cross-sections by 
Dravid et al. [24] of what are believed to be MWCNTs has 
indicated the presence of non-terminated graphene layer 
planes, suggesting a localized scroll-type structure. HREM 
and electron diffraction studies by Du and Cowley [25] 
have suggested that the tubes have a polygonized cross- 
section that accounts for significant variations in interpla- 
nar spacings on one wall. However, a polygonal cross- 
section would lead to uniformly higher-spaced planes on 
one wall with respect to the other, as opposed to a wall 
with widely varying interplanar spacings from layer to 

layer. The growth model as proposed by Amelinckx et al. 
[8,9] suggests that nested and scroll type structures would 
be present side by side in the lateral dimensions as well, 
accounting for variation in chiral angle from layer to layer 
as well as asymmetric (0002) lattice fringe spacings. In 
this paper we have shown that scrolled and nested struc- 
tures can occur during the growth of a MWCNT and these 
features are typically separated from each other by well 
characterized defect structures that possibly occur due to 
very localized variations in the arc environment. This 
analysis goes hand in hand with chemical property mea- 
surements that have demonstrated the presence of regions 
in the tubes that are intercalatable and those that are not 
[10,26]. Our hypothesis is that the scroll-like features are 
open to intercalation and de-intercalation processes and 
that the nested features are not. 

The energetics of the cylindrical multiwall system are 
discussed in Fig. 9 by plotting the required energy 
investment to form a scroll or a MWCNT of n nested 
cylinders out of a graphene strip of width W. Whereas there 
is only one-way to form n nested cylinders, separated by 
0.34 nm, from the graphene strip, we allowed trie scroll to 
assume its optimum geometry and readjust the inner 
diameter. 

The system of nested cylinders behaves similar to that of 
nested spherical shells forming an onion [20]. Keeping the 
number of walls fixed while increasing W leads to a 
reduction of the strain energy. Beyond a critical value Wc 

the system gains more energy by creating an extra wall and 
thus increasing the interwall interaction at the cost of an 

10 

is 
r.     Single wan NT 

Planar oraohene strip 
exposed «tea 

Width (nm) 

Fig. 9. Energy cost per unit area associated with the conversion of 
a graphene monolayer strip of width W with completely saturated 
edges into multiwall tubes. 
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increased overall strain energy. According to the results 
presented in Fig. 9, single-wall nanotubes are more stable 
only for W < 7.7 nm, corresponding to a tube radius of 1.2 
nm. For W > 7.7 nm, double-wall tubes are more stable, 
and for W > 17 nm, triple-wall tubes. At each value of W, a 
multiwall structure consisting of nested cylinders is more 
stable than the optimum scroll, chiefly due to the energy 
penalty associated with the exposed edges. Also shown in 
Fig. 9 is the line denoting the relative stability with respect 
to a graphene strip terminated by two edges, given by 
2eJW. Inspection of the crossing points between this 
demarcation line and the energy of the individual struc- 
tures indicates that for W > 0.7 nm, the energy gain upon 
eliminating two exposed edges outweighs the energy loss 
to form a cylinder, thus making a SWNT the preferred 
structure. The critical width to form a scroll is somewhat 
larger, with W > 8.4 nm. For large values of W, the energy 
of all multiwall structures approaches asymptotically the 
bulk graphite value of -2.48 eV/nm2. 

An intriguing question is, whether particular nanotubes 
show a preference for a conversion to a 'bamboo struc- 
ture'. Let us consider a segment of a SWNT of radius R 
and length AL. If the nanotube is divided into two halves at 
this position, this segment is to be converted to two 
hemispherical domes separating and terminating the halved 
tubes. Since the area of the two hemispheres is 4irR2, the 
length of the tube segment will be AL = 4irRz/2wR = 2R. 
The strain energy stored in this segment is 2ecy, = 8.9 eV, 
much smaller than the energy of 20.6 eV that is needed to 
generate the two hemispheres. Hence, independent of the 
tube radius, the energy cost to subdivide a tube and close 
the ends by hemispherical domes is ll.7 eV. 

These results suggest the following scenario for the 
formation of multiwall nanotubes at .high temperatures. 
Forming graphite flakes may spontaneously roll up to form 
a scroll of a given helicity. During the harsh formation 
conditions, atomic vacancies or other defects may form 
that would connect the outer edge of the scroll to the 
neighboring wall, or any pair of adjacent walls. In this 
way, the topology of the scroll would be locally converted 
into the more stable nested cylinder structure within a 
MWCNT. A conversion between these structures would 
involve only opening and reconnecting bonds at the 
interface between the two structures, similar to an atomic- 
scale zipper. The activation energy, even though not 
negligible, is lower than requiring simultaneous opening of 
bonds along the entire length of the MWCNT. The net gain 
in energy upon eliminating exposed edges should drive the 
reaction to increase the length of the tube segments at the 
cost of the scroll segments. 

5. Conclusions 

The authors speculate that MWCNTs  are complex 
structures composed of scroll-like and nested features 

existing side-by-side along their lengths, separated by well 
marked defects. Within the nested tubes, helicity changes 
little from layer to layer and depends only on layer 
diameter. Our proposed scenario for the formation of 
MWCNTs involves the formation of a scroll of a given 
helicity which converts, assisted by defects, into the 
thermodynamically more stable multiwall structure com- 
posed of nested cylinders. 
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Using atomically-resolved scanning tunneling microscopy and spectroscopy, we probe the nature of 
interwall interactions within multiwall carbon nanotubes at room temperature. We find that, at low 
bias voltages, the tunnel current depends strongly on the atomic position, introducing visibility 
differences between adjacent lattice sites. Since all atoms are equally visible in analogous 
measurements on single-wall nanotubes, we conclude that these modulations are introduced by the 
interwall interactions and provide unique information about the stacking nature. © 2001 American 
Institute of Physics.   [DOI: 10.1063/1.1427743] 

Single-wall (SWCNTs) and multiwall (MWCNTs) car- 
bon nanotubes exhibit a wealth of extraordinary properties, 
making them ideal candidates for device applications.1 Par- 
ticular attention has been paid to their electronic properties, 
since small variations in diameter or chiral angle cause pro- 
found changes in their conductance.2-5 This unique behavior, 
coupled with the small diameter, large aspect ratio, and 
atomic perfections of carbon nanotubes has made it possible 
to construct new nanoscale devices, such as field effect 
transistors,6 diodes, and field emitters.7 Nevertheless, the full 
potential of nanotubes in high performance devices remains 
to be explored. 

Transport measurements in MWCNTs have been per- 
formed to understand the nature of electronic conduction in 
these quasi-lD systems. Conductance quantization has been 
observed in both multiwall8 and single-wall9 nanotubes. Still, 
little is known about the effect of interlayer interactions on 
the nature of electronic states near the Fermi level in 
MWCNTs. 

In this letter, we present a comparative study of struc- 
tural and electronic properties of MWCNTs and SWCNTs 
using atomic-resolution scanning tunneling microscopy 
(STM) at room temperature. In order to probe the inter-wall 
interactions in MWCNTs, we utilize the current imaging tun- 
neling spectroscopy (CITS) to probe locally the electronic 
structure at specific atomic sites along the nanotube walls. 
High-resolution STM scans of MWCNTs, with a previously 
unachievable atomic resolution at room temperature, reveal 
visibility differences between carbon atoms of the outer wall 
of the tubes. These observations find a remarkable counter- 
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part in scanning tunneling spectroscopy (STS) measurements 
indicating that the current versus bias voltage characteristics 
depends strongly on the atomic locations. Neither effect has 
been observed in SWCNTs. As the measurements on 
SWCNTs and MWCNTs are performed under same condi- 
tions for all samples, we suggest that these visibility asym- 
metries have an electronic origin in the weak inter-wall in- 
teraction in MWCNTs, in analogy to a similar effect 
observed in pristine graphite.10 

The SWCNT and MWCNT samples of this study were 
synthesized using the arc discharge method.1 A mat of the 
generated soot was sonicated in ethyl alcohol for a few min- 
utes prior to being cast onto a highly oriented pyrolytic 
graphite (HOPG) substrate for STM measurements. We have 
carried out STM measurements using a Digital Instruments 
Nanoscope Ilia instrument equipped with a customized vi- 
bration isolation, operated at room temperature in ambient 
conditions. High quality images revealing the atomic struc- 
ture of MWCNTs, SWCNTSs, and of HOPG were obtained 
by recording the distance between the Pt-Ir tip and the sub- 
strate at constant current, with the STM operated at a typical 
tunnel current of 300 pA and a bias voltage of 50 mV. The 
images presented here have not been processed in any way. 
STS measurements in the CITS mode were performed by 
interrupting the lateral scans, as well as the feed-back loop, 
and measuring the current (7) as a function of the tip-sample 
voltage (V) at a fixed tip-sample distance. A combination of 
STM and STS measurements on individual nanotubes al- 
lowed us to investigate both their structural and electronic 
properties. We first focus in the interpretation of the atomic 
resolution STM images of SWNTs and MWNTs. Then, we 
discuss the CITS results, revealing the nature of the inter- 
wall interactions. 

In Fig. 1 we show atomic resolution images of (a) a 
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FIG. 1. (Color) Room temperature topographic STM images with true 
atomic-resolution of a (a) zigzag SWCNT with a diameter of 1.3 nm, a (b) 
zigzag MWCNT with a diameter of 2.3 nm and (c) highly oriented pyrolytic 
graphite (HOPG). In all cases the darkest areas correspond to centers of the 
carbon hexagons and brighter areas mark the location of carbon atoms. In 
HOPG and MWCNTs, the brightest spots indicate atoms with no neighbor in 
the adjacent layer below, whereas atoms with such neighbors appear darker. 
This asymmetry is caused by spatial variations in the local electronic density 
of states which occur both in MWCNTs and HOPG, but are absent in 
SWCNTs. The inset in (b) is a line profile taken along the highlighted line in 
the main image, where differences in peaks height are clearly visible. 

zigzag SWNT with a diameter of 1.3 nm, and (b) a zigzag 
MWNT with a diameter of 2.3 nm. In both cases, the dark 
areas correspond to the center of the carbon hexagons, which 
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FIG. 2. (Color) Scanning tunneling spectra of carbon nanotubes. For 
SWCNTs (a), the current-voltage (/- V) curves show remarkable reproduc- 
ibility, independent of the atomic site. For MWCNTs (b), two sets of I-V 
data can be distinguished. /- V spectra of "set b" are obtained at bright 
sites, whereas spectra of "set a " are correlated with atomic sites that appear 
darker. 

surface. The distance between neighboring dark spots is 0.25 
nm, which compares well with that of HOPG shown in Fig. 
1(c). The hexagon centers appear elongated along the tube 
circumference due to the geometrical distortion arising from 
the locally changing tip-sample arrangement due to the tube 
morphology.11 The measuring conditions in (a), (b), and (c) 
are identical. 

Next, we examined more carefully the signal intensity at 
different atomic sites of MWNTs in Fig. 1(b) and found that 
some atoms are clearly more visible than others. This effect 
is not seen in the case of SWNTs in Fig. 1(a), but is remi- 
niscent of the site asymmetry in HOPG.10 The topographic 
STM image of HOPG in Fig. 1(c) shows two triangular sub- 
lattices with a markedly different visibility within the honey- 
comb atomic lattice of the graphite layer. The origin of this 
effect lies in the atomic stacking nature of hexagonal graph- 
ite, which places half the atoms directly on top of each other 
in adjacent layers (A sites, solid circles), whereas the remain- 
ing atoms (B sites, open circles) have no such neighbors. 
Due to the local crystal symmetry, the only interlayer inter- 
action due to the v states, which are imaged by the STM due 
to their proximity to the Fermi level, occurs normal to the 
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sites in pristine HOPG with a hexagonal or a rhombohedral 
stacking of graphene layers. The interlayer interactions cause 
an energy dispersion of almost 1 eV along the chains of A 
atoms normal to the layers, whereas the negligible interlayer 
interaction along the analogous chains of B atoms yields no 
such dispersion.10 Consequently, one observes a sharp peak 
near EF in the local density of states at the B sites, which 
spreads into a band at the A sites. In low biased (<50 meV) 
STM experiments, we therefore expect the B sites (with no 
neighbors in the adjacent layer below) to be more visible 
than the A sites. Then, the STM image will show a triangular 
rather than a honeycomb pattern. 

The above elucidation is consistent with the fact that all 
atoms are equally visible within the honeycomb lattice of a 
SWNT, as seen in Fig. 1(a). The STM image of a MWNT, 
shown in Fig. 1(b), exhibits a more complex structure, with 
some sites considerably more visible than others. This differ- 
ence in visibility even between adjacent atomic sites on the 
same nanotube is a consequence of spatial variations in the 
local density of states, originating in the inter-wall interac- 
tion. Following the previous arguments about STM images 
of HOPG, the discernible differences in the local electronic 
density of states provide information about the relative stack- 
ing (or the relative atomic arrangement) in the outermost 
tube walls. This means that a comparison of local intensities 
identifies not only those atoms which have a neighbor in the 
adjacent layer below, but also provides an indirect informa- 
tion about the chirality of the second outermost wall. Fur- 
thermore, the stability of the intensity modulation pattern 
provides a clear evidence that individual tubes do not rotate 
freely even at room temperature. 

To understand the origin of the visibility difference, we 
have performed atomically resolved scanning tunneling 
spectroscopy measurements on both single- and multiwall 
carbon nanotubes. Data obtained from SWCNTs, presented 
in Fig. 2(a), do not show any site-to-site variations in the 
/- V characteristics. Data obtained from MWCNTs, on the 
other hand, exhibit two very different types of I-V charac- 
teristics, as shown in Fig. 2(b). "Set b" of I-V curves, taken 

at the bright sites, is markedly different from data of "set a," 
taken at less visible sites on MWNTs. The larger slope of the 
/- V curves of "set b" reflects a higher electronic density of 
states near the Fermi level at these sites. This is consistent 
with our assessment that the brighter sites, called "B sites" 
in HOPG, have no neighbors in the adjacent layer below. The 
lower slope of the I-V curves of "set a" indicates a lower 
density of states, caused by the hybridization with atoms in 
the adjacent layer located directly below. 

The complementarity of the information obtained using 
scanning tunneling microscopy and spectroscopy indicates 
that these techniques are unique probes of the inter-wall in- 
teraction in carbon nanotubes. Combining STM and STS 
measurements allows us to detect not only the atomic stack- 
ing in the outermost tube walls, but also the site-dependence 
of the inter-wall interaction. 
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We use a parametrized linear combination of atomic orbitals calculations to determine the stability, optimum 
geometry, and electronic properties of nanometer-sized capped graphitic cones, called "nanohorns." Different 
nanohorn morphologies are considered, which differ in the relative location of the five terminating pentagons. 
Simulated scanning tunneling microscopy images of the various structures at different bias voltages reflect a 
net electron transfer towards the pentagon vertex sites. We find that the density of states at the tip, observable 
by scanning tunneling spectroscopy, can be used to discriminate between different tip structures. 

Since their first discovery,1 carbon nanotubes have drawn 
the attention of both scientists and engineers due to the large 
number of interesting new phenomena they exhibit,2"5 and 
due to their potential use in nanoscale devices: quantum 
wires,6 nonlinear electronic elements,7 transistors,8 molecular 
memory devices,9 and electron field emitters.10-13 Even 
though nanotubes have not yet found commercially viable 
applications, projections indicate that this should occur in the 
very near future, with the advent of molecular electronics 
and further miniaturization of micro-electromechanical de- 
vices (MEMS). Among the most unique features of nano- 
tubes are their electronic properties. It has been predicted 
that single-wall carbon nanotubes14,15 can be either metallic 
or semiconducting, depending on their diameter and 
chirality.16-18 Recently, the correlation between the chirality 
and conducting behavior of nanotubes has been confirmed by 
high resolution scanning tunneling microscopy (STM) 
studies.19-20 

Even though these studies have demonstrated that atomic 
resolution can be achieved,19-21 the precise determination of 
the atomic configuration, characterized by the chiral vector, 
diameter, distortion, and position of atomic defects, is still a 
very difficult task to achieve in nanotubes. Much of the dif- 
ficulty arises from the fact that the electronic states at the 
Fermi level are only indirectly related to the atomic posi- 
tions. Theoretical modeling of STM images has been found 
crucial to correctly interpret experimental data for 
graphite,22,23 and has been recently applied to carbon 
nanotubes.24,25 As an alternative technique, scanning tunnel- 
ing spectroscopy combined with modeling has been used to 
investigate the effect of the terminating cap on the electronic 
structure of nanotubes.26 

Among the more unusual systems that have been synthe- 
sized in the past few years are cone-shaped graphitic carbon 
structures.27,28 Whereas similar structures have been ob- 
served previously near the end of multiwall nanotubes,29 it is 
only recently that an unusually high production rate of up to 
10 g/h has been achieved for single-walled cone-shaped 
structures, called "nanohorns," using the C02 laser ablation 
technique at room temperature in absence of a metal 
catalyst.30 These conical nanohorns have the unique opening 
angle of =20°. 

We consider a microscopic understanding of the elec- 
tronic and structural properties of nanohorns a crucial pre- 
requisite for understanding the role of terminating caps in 
the physical behavior of contacts between nanotube-based 
nanodevices. So far, neither nanohorns nor other cone- 
shaped structures have been investigated theoretically. In the 
following, we study the structural stability of the various tip 
morphologies, and the interrelationship between the atomic 
arrangement and the electronic structure at the terminating 
cap, as well as the disintegration behavior of nanohorns at 
high temperatures. 

Cones can be formed by cutting a wedge from planar 
graphite and connecting the exposed edges in a seamless 
manner. The opening angle of the wedge, called the discli- 
nation angle, is n{trß), with 0«S/i=£6. This disclination 
angle is related to the opening angle of the cone by 6 
= 2 sin-1(l-«/6). Two-dimensional planar structures (e.g., a 
graphene sheet) are associated with « = 0, and one- 
dimensional cylindrical structures, such as the nanotubes, are 
described by w = 6. All other possible graphitic cone struc- 
tures with 0<n<6 have been observed in a sample gener- 
ated by pyrolysis of hydrocarbons.28 According to Euler's 
rule, the terminating cap of a cone with the disclination angle 
n(ir/3) contains n pentagon(s) that substitute for the hexago- 
nal rings of planar graphite. 

The observed cone opening angle of «20°, corresponding 
to a 57r/3 disclination, implies that all nanohorns contain 
exactly five pentagons near the tip. We classify the structure 
of nanohorns by distinguishing the relative positions of the 
carbon pentagons at the apex which determine the morphol- 
ogy of the terminating cap. Our study will focus on the in- 
fluence of the relative position of these five pentagons on the 
properties of nanohorns. 

The cap morphologies investigated in this study are pre- 
sented in Fig. 1. Nano-horns with all five pentagons at the 
"shoulder" of the cone, yielding a blunt tip, are shown in 
Figs. 1 (a)-(c). Nanohorns with a pentagon at the apex of the 
tip, surrounded by the other four pentagons at the shoulder, 
are shown in Figs. 1 (d)-(f). Note that the cone angle of each 
nanohorn is »20°, even though the size of the terminating 
cap varies with the relative position of the pentagons. 

To determine the structural and electronic properties of 
carbon nanohorns, we used the parametrized linear combina- 
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FIG. 1. Optimized carbon nanohorn structures with a total dis- 
clination angle of 5(W3), containing five isolated pentagons at the 
terminating cap. Structures (a)-(c) contain all pentagons at the 
conical "shoulder," whereas structures (d)-(f) contain a pentagon 
at the apex. The pentagons are highlighted by a darker color. 

tion of atomic orbitals (LCAO) technique with parameters 
determined by ab initio calculations for simpler structures.31 

This approach has been found useful to describe minute elec- 
tronic structure and total energy differences for systems with 
unit cells that are too large to handle accurately by ab initio 
techniques.32 Some of the problems tackled successfully by 
this technique are the electronic structure and superconduct- 
ing properties of the doped CM solid,33 the opening of 
pseudogaps near the Fermi level in a (10,10) nanotubes 
rope,34*5 and a (5,5)@(10,10) double-wall nanotube,36 as 
well as fractional quantum conductance in nanotubes.37 This 
technique, combined with the recursion technique to achieve 
an 0(N) scaling, can determine very efficiently the forces on 
individual atoms,38 and had previously been used with suc- 
cess to describe the disintegration dynamics of fullerenes,39 

the growth of multiwall nanotubes40 and the dynamics of a 
"bucky-shuttle."9 

To investigate the structural stability and electronic prop- 
erties of carbon nanohorns, we first optimized the structures 
with various cap morphologies, shown in Fig. 1. For the sake 
of an easier interpretation of our results, we distinguish the 
^^«•40-50 atoms at the terminating cap from those within 
the cone-shaped mantle, that is terminated by N^ge atoms at 
the other end. We associate the tip region of a hypothetically 
infinite nanohorn with all the sites excluding the edge. Struc- 
tural details and the results of our stability calculations are 
presented in Table I. These results indicate that atoms in 
nanohorns are only =0.1 eV less stable than in graphite. The 
relative differences in (£Coh,tot) reflect the strain energy 
changes induced by the different pentagon arrangements. To 
minimize the effect of under-coordinated atoms at the edge 
on the relative stabilities, we excluded the edge atoms from 
the average when calculating (.Ecoiuip)- Since our results for 

<£coh,tip> and (£coh,tot> follow the same ""end8. we believe 
that the effect of edge atoms on the physical properties can 
be neglected for structures containing hundreds of atoms. 
Even though the total energy differences may appear minute 
on a per-atom basis, they translate into few electron-volts 
when related to the entire structure. Our results suggest that 
the under-coordinated edge atoms are all less stable than the 
cone mantle atoms by «»0.5 eV. Also, atoms in pentagons are 
less stable than those in hexagons by =»0.1 eV, resulting in 
an energy, penalty of «0.5 eV to create a pentagon if the 

TABLE I. Structural data and stability results for carbon nano- 
horn structures (a)-(f), presented in Fig. 1. ^iot=^tip+^edgc is tne 

total number of atoms, which are subdivided into tip and edge at- 
oms. (£^,101) is the average binding energy, taken over the entire 
structure, and (£«,1,.^) the corresponding value excluding the edge 
region, {fi'coh.edge) is the binding energy of the edge atoms, and 
(£«*,p«it) is the average over the pentagon sites in each system. 

Quantity (a)        (b)        (c)        (d)        (e)        (1) 

Ntip 

<£coh,.01> (eV) 

<£coh,üp> (eV) 

<£«Mfc> (eV) 
(^.pent) (eV) 

205       272       296 290 308 217 
172       233       257 251 270 180 
33         39         39         39         38 37 

-7.28 -7.29 -7.30 -7.30 -7.31 -7.28 
-7.36 -7.36 -7.37 -7.36 -7.37 -7.36 
-6.88 -6.88 -6.88 -6.88 -6.87 -6.89 
-7.28 -7.28 -7.28 -7.28 -7.28 -7.28 

strain energy induced by bending the lattice could be ig- 
nored.- 

When comparing the stabilities of the tip regions, de- 
scribed by (i'coh.tip). we found no large difference between 
blunt tips that have all the pentagons distributed along the 
cylinder mantle and pointed tips containing a pentagon at the 
apex. We found the structure shown in Fig. 1 (c) to be more 
stable than the other blunt structures with no pentagon at the 
apex. Similarly, the structure shown in Fig. 1(e) is most 
stable among the pointed tips containing a pentagon at the 
apex. Equilibrium carbon-carbon bond lengths in the cap re- 
gion are dcc= 1.43- 1.44 A at the pentagonal sites and 
dcc= 1.39 A at the hexagonal sites, as compared to dcc 

= 1.41- 1.42 A in the mantle. This implies that the "single 
bonds" found in pentagons should be weaker than the 
"double bonds" connecting hexagonal sites, thus confirming 
our results in Table I and the analogous behavior in the C^ 
molecule. 

Since pentagon sites are defects in an all-hexagon struc- 
ture, they may carry a net charge.41 To characterize the na- 
ture of the defect states associated with these sites, we cal- 
culated the electronic structure at the tip of the nanohorns. 
The charge density associated with states near EF, corre- 
sponding to the local density of states at that particular po- 
sition and energy, is proportional to the current observed in 
STM experiments. To compute the local charge density as- 
sociated with a given eigenstate, we projected that state onto 
a local atomic basis. The projection coefficients were used in 
conjunction with real-space atomic wave functions from den- 
sity functional calculations23 to determine the charge density 
corresponding to a particular level or the total charge den- 
sity. To mimic a large structure, we convoluted the discrete 
level spectrum by a Gaussian with a full-width at half- 
maximum of 0.3 eV. Using this convoluted spectrum, we 
also determined the charge density associated with particular 
energy intervals corresponding to STM data for a given bias 
voltage. 

In Fig. 2, we present such simulated STM images for the 
nanohorns represented in Figs. 1(c) and 1(d). We show the 
charge density associated with occupied states within a nar- 
row energy interval of 0.2 eV below the Fermi level42 as 
three-dimensional charge density contours, for the density 
value of p= 1.35X 10-3 electrons/A3. Very similar results to 
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FIG. 2. Simulated STM images in the tip region for (a) the 
nano-horn shown in Fig. 1(c) and (b) the nanohorn shown in Fig. 
1(d). These results for the occupied electronic states near the Fermi 
level, corresponding to the bias voltage of Vb=Q2 V, are sugges- 
tive of a net electron transfer from the hexagonal to the pentagonal 
sites. The charge density contour displayed corresponds to the value 
of p— 1.35 X 10~3 electrons/A3. Dark lines depict the atomic bonds 
to guide the eye. 

those presented in Fig. 2 were obtained at a higher bias volt- 
age of 0.4 eV. As seen in Fig. 2, ppir interactions dominate 
the spectrum near EF. These images also show a net excess 
of electrons on the pentagonal sites as compared to the hex- 
agonal sites. This extra negative charge at the apex should 
make pointed nanohorn structures with a pentagon at the 
apex better candidates for field emitters10- than structures 
with no pentagon at the apex and a relatively blunt tip. 

It has been shown previously that theoretical modeling of 
STM images is essential for the correct interpretation of ex- 
perimental data. Atomically resolved STM images, however, 
are very hard to obtain, especially near the terminating caps 
of tubes26 and cones, due to the large surface curvature that 
can not be probed efficiently using current cone-shaped STM 
tips. A better way to identify the tip structure may consist of 
scanning tunneling spectroscopy (STS) measurements in the 
vicinity of the tip. This approach is based on the fact 
that in STS experiments, the normalized conductance 
(VIT)(dIldV) is proportional to the density of states which, 
in turn, is structure sensitive. We have calculated the density 
of states at the terminating cap for the different nanohorn 
structures shown in Fig. 1. Our results are shown in Fig. 3, 
convoluted using a Gaussian with a full-width at half- 
maximum of 0.3 eV. 

To investigate the effect of pentagonal sites on the elec- 
tronic structure at the tip, we first calculated the density of 
states only at the 25 atoms contained in the five terminating 
pentagons. The corresponding densities of states, shown by 
the dashed curve in Fig. 3, are found to vary significantly 
from structure to structure near the Fermi level.42 Thus, a 
comparison between the densities of states at E^EF should 
offer a way to discriminate between the various tip mor- 
phologies. For an easy comparison with experiments, we 
also calculated the density of states in the entire terminating 
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FIG. 3. Electronic densities of states, normalized per atom and 
shown in consistent arbitrary units, for the terminating cap of the tip 
(solid line) and for the pentagon sites only (dashed line) of nano- 
horn structures shown in Fig. 1. The similarity between the results 
for the entire cap and the pentagon sites necessitated a vertical 
offset of one set of data for an easy distinction, thus indicating that 
variations in the arrangement of pentagons affect the densities of 
states not only at the pentagonal sites, but within the entire cap 
region. The most marked differences are noted near the Fermi level, 
at E"0 eV. 

cap, including all five pentagons and consisting of Ncap 

«*40-50 atoms, depending on the structure. The correspond- 
ing density of states, given by the solid line in Fig. 3, is 
vertically displaced for easier comparison. Our results show 
that the densities of states, both normalized per atom, are 
very similar. Thus, we conclude that the pentagonal sites 
determine all essential features of the electronic structure 
near the Fermi level at the tip. We note that a perturbation of 
the electronic structure far from defects has also been pre- 
dicted in nanotubes.43 

In summary, we used a parametrized linear combination 
of atomic orbitals calculations to determine the stability, op- 
timum geometry and electronic properties of nanometer- 
sized capped graphitic cones, called nanohorns. We consid- 
ered different nanohorn morphologies that differ in the 
relative location of the five terminating pentagons. We found 
a net electron transfer to the pentagonal sites of the cap. This 
negative excess charge is seen in simulated scanning tunnel- 
ing microscopy images of the various structures at different 
bias voltages. We found that the density of states at the tip, 
observable by scanning tunneling spectroscopy, can be used 
to discriminate between different tip structures. 
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99-1-0252. 

•Present address: Department of Physics, University of California, 
and Materials Sciences Division, Lawrence Berkeley Laboratory, 
Berkeley, CA 94720. 

'Sumio Iijima, Nature (London) 354, 56 (1991). 
2M. S. Dresselhaus, G. Dresselhaus, and P. C. Eklund, Science of 

Fullerenes and Carbon Nanotubes (Academic Press, San Diego, 
1996). 

3T. W. Ebbesen, Phys. Today 49(6), 26 (1996). 

4B. I. Yakobson and R. E. Smalley, Am. Sei. 85, 324 (1997). 
5R. Saito, G. Dresselhaus, and M. S. Dresselhaus, Physical Prop- 

erties of Carbon Nanotubes (Imperial College Press, London, 
1998). 

6S. J. Tans, Michel H. Devoret, Hongjie Dai, Andreas Thess, Ri- 
chard E. Smalley, L. J. Geerligs, and Cees Dekker, Nature (Lon- 
don) 386, 474 (1997). 

7M. Bockrath, David H. Cobden, Paul L. McEuen, Nasreen G. 



RAPID COMMUNICATIONS 

R2294 SAVAS BERBER, YOUNG-KYUN KWON, AND DAVID TOMANEK PRB 62 

Chopra, A. Zettl, Andreas Thess, and R, E. Smalley, Science 
275, 1922 (1997). 

8S. J. Tans, A. R. M. Verschueren, and C. Dekker, Nature (Lon- 
don) 393, 49 (1998). 

9 Young-Kyun Kwon, David Tomänek, and Sumio lijima, Phys. 
Rev. Lett. 82, 1470 (1999). 

,0A. G. Rinzler, J. H. Hafner, P. Nikolaev, L. Lou, S. G. Kim, D. 
Tomänek, P. Nordlander, D. T. Colbert, and R. E. Smalley, Sci- 
ence 269, 1550 (1995). 

aW. A. de Heer, A. Chätelain, and D. Ugarte, Science 270, 1179 
(1995). 

!2L. A. Chemozatonskii, Y. V. Gulyaev, Z. J. Kosakovskaja, N. I. 
Sinitsyn, G. V. Torgashov, Y. F. Zakharchenko, E. A. Fedorov, 
and V. P. Valchuk, Chem. Phys. Lett. 233, 63 (1995). 

13 W. B. Choi, D. S. Chung, J. H. Kang, H. Y. Kim, Y. W. Jin, I. T. 
Han, Y. H. Lee, J. E. Jung, N. S. Lee, G. S. Park, and J. M. Kim, 
Appl. Phys. Lett. 75, 3129 (1999). 

I4S. lijima and T. Ichihashi, Nature (London) 363, 603 (1993). 
,5D. S. Bethune, C. H. Kiang, M. S. de Vries, G. Gorman, R. 

Savoy, J. Vazquez, and R Beyers, Nature (London) 363, 605 
(1993). 

16J. W. Mintmire, B. I. Dunlap, and C. T. White, Phys. Rev. Lett. 
68, 631 (1992). 

17R. Saito, M. Fujita, G. Dresselhaus, and M. S. Dresselhaus, Appl. 
Phys. Lett. 60, 2204 (1992). 

1SN. Hamada, S. Sawada, and A. Oshiyama, Phys. Rev. Lett. 68, 
1579 (1992). 

19 J. W.'G. Wildöer, L. C. Venema, A. G. Rinzler, R. E. Smalley, 
and C. Dekker, Nature (London) 391, 59 (1998). 

20T. W. Odom, J.-L. Huang, P. Kim, and C. M. Lieber, Nature 
(London) 391, 62 (1998). 

21W. Clauss, D. J. Bergeron, and A. T. Johnson, Phys. Rev. B 58, 
R4266 (1998). 

22 David Tomänek, Steven G. Louie, H. Jonathon Mamin, David W. 
Abraham, Ruth Ellen Thomson, Eric Ganz, and John Clarke, 
Phys. Rev. B 35, 7790 (1987). 

23 David Tomänek and Steven G. Louie, Phys. Rev. B 37, 8327 
(1988). 

24V. Meunier and Ph. Lambin, Phys. Rev. Lett. 81, 5588 (1998); A. 
Rubio, Appl. Phys. A: Mater. Sei. Process. 68A, 275 (1999); V. 
Meunier, P. Senet, and Ph. Lambin, Phys. Rev. B 60, 7792 
(1999). 

25 C. L. Kane and E. J. Mele, Phys. Rev. B 59, R12 759 (1999). 
26 D. L. Carroll, P. Redlich, P. M. Ajayan, J. C. Charlier, X. Blase, 

A. DeVita, and R. Car, Phys. Rev. Lett. 78, 2811 (1997); Philip 
Kim, Teri W. Odom, Jin-Lin Huang, and Charles M. Lieber; 

ibid. 82, 1225 (1999). 
27M. Ge and K. Sattler, Chem. Phys. Lett. 220, 192 (1994). 
28 A. Krishnan, E. Dujardin, M. M. J. Treacy, J. Hugdahl, S. 

Lynum, and T. W. Ebbesen, Nature (London) 388, 451 (1997). 
29 S. lijima, T. Ichihashi, and Y. Ando, Nature (London) 356, 776 

(1992). 
30 S. lijima, M. Yudasaka, R. Yamada, S. Bandow, K. Suenaga, F. 

Kokai, and K. Takahashi, Chem. Phys. Lett. 309, 165 (1999). 
31D. Tomänek and Michael A. Schlüter, Phys. Rev. Lett. 67, 2331 

(1991). 
32During structure optimization, we keep all sites charge neutral by 

modifying the diagonal elements of the Hamiltonian, to suppress 
structural artifacts near the edge. Once the geometry is opti- 
mized, the on-site energies are kept at the unperturbed values. 
Due to the absence of a Hubbard term, this procedure tends to 
exaggerate the net charge transfer when compared to truly self- 
consistent calculations. 

33 M. Schlüter, M. Lannoo, M. Needels, G. A. Baraff, and D. To- 
mänek, Phys. Rev. Lett. 68, 526 (1992). 

34 Young-Kyun Kwon, Susumu Saito, and David Tomänek, Phys. 
Rev. B 58, R13 314 (1998). 

35Young-Kyun Kwon, David Tomänek, Young Hee Lee, Kee Hag 
Lee, and Susumu Saito, J. Mater. Res. 13, 2363 (1998). 

36Young-Kyun Kwon and David Tomänek, Phys. Rev. B 58, R16 
001 (1998). 

37 Stefano Sanvito, Young-Kyun Kwon, David Tomänek, and Colin 
J. Lambert, Phys. Rev. Lett. 84, 1974 (2000). 

36 W. Zhong, D. Tomänek, and G. F. Bertsch, Solid State Commun. 
86, 607 (1993). 

39S. G. Kim and D. Tomänek, Phys. Rev. Lett. 72, 2418 (1994). 
40 Young-Kyun Kwon, Young Hee Lee, Seong Gon Kim, Philippe 

Jund, David Tomänek, and Richard E. Smalley, Phys. Rev. Lett. 
79, 2065 (1997). 

41 Ph. Lambin, A. Fonseca, J. P. Vigneron, J. B. Nagy, and A. A. 
Lucas, Chem. Phys. Lett. 245, 85 (1995); G. Treboux, P. Laps- 
tun, and K. Silverbrook, J. Phys. Chem. B 103, 1871 (1999). 

42 The nanohom structures considered in our calculation are clusters 
containing edge atoms. We found that due to the electron trans- 
fer towards the under-coordinated atoms at the edge, the "Fermi 
level" of these clusters may drop by as much as ««»1.0-1.2 eV 
with respect to that of a graphene monolayer. To compensate for 
this artifact, we excluded the edge region from the calculated 
density of states and found the EF value to lie very close to that 
of a graphene monolayer. 

43 V. Meunier, L. Henrard, and Ph. Lambin, Phys. Rev. B 57, 2586 
(1998). 



EUROPHYSICS LETTERS 1 Juty 2002 

Europhys. Lett., 59 (1), pp. 75-80 (2002) 

Giant magneto-conductance in twisted carbon nanotubes 

S. W. D. BAILEY
1
, D. TOMäNEK

2
, Y.-K. KWON

2
(*) and C. J. LAMBERT

1 

1 Department of Physics, Lancaster University - Lancaster, LAI 4YB, UK 
2 Department of Physics and Astronomy 
and Center for Fundamental Materials Research 
Michigan State University - East Lansing, MI 48824-1116, USA 

(received 12 December 2001; accepted in final form 4 April 2002) 

PACS. 61.48.+C -Fullerenes and fullerene-related materials. 
PACS. 72.80.Rj -Electronic transport: fullerenes and related materials. 
PACS. 73.61.Wp -Electronic structure: fullerenes and related materials. 

Abstract. - Using the Landauer-Büttiker formalism, we calculate the effect of structural twist 
on electron transport in conducting carbon nanotubes. We demonstrate that even a localized 
region of twist scatters the propagating it electrons and induces the opening of a (pseudo-) 
gap near the Fermi level. The subsequent conductance reduction may be compensated by an 
applied axial magnetic field, leading to a twist-induced, giant positive magneto-conductance in 
clean armchair nanotubes. 

Carbon nanotubes [1-3] exhibit a range of unusual electronic properties associated with 
the morphology of these quasi-ID structures. Early one-electron theories successfully associ- 
ated metallic or semi-conducting behaviour with the chiral vector that characterizes a given 
nanotube [4-6]. Further studies addressed the effect of atomic-level impurities [7-40] and inter- 
tube interactions [1144] on electrical conductance, or magneto-transport [7,15-49]. In parallel 
with the development of such one-electron theories, intensive studies of electron-electron cor- 
relations have been undertaken. Indeed, nonlinear current-voltage (I-V) characteristics have 
recently been observed [20], which are reminiscent of Luttinger liquid behaviour. An intrigu- 
ing question remains however, namely whether other effects may augment or even dominate 
such nonlinearities in the transport properties of nanotubes. 

In this letter we predict that scattering of electrons from twistons may give rise to strongly 
nonlinear I-V characteristics. Twistons [21-23], associated with regions of axial twist in 
otherwise perfect nanotubes, are intrinsic defects that are frozen into nanotube bundles dur- 
ing their synthesis and hence cannot be ignored when discussing electron transport. Un- 
like ideal straight and defect-free nanotubes, which have been shown to exhibit conventional 
magneto-resistive behaviour [24], we find that nanotubes containing twistons may behave in 
a very different way. In twisted tubes, we predict the occurrence of a giant positive magneto- 
conductance, an unexpected effect that by far exceeds the positive magneto-conductance as- 
sociated with weak localisation in disordered tubes [25]. 

(*) Present address: Covalent Materials, Inc. - 1295A 67th Street, Emeryville, CA 94608, USA. 
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Fig. 1 -Differential conductance G of an infinite (10,10) carbon nanotube as a function of the applied 
bias voltage 14>ias- (a) Results for a perfectly straight tube (dotted line) are compared to those for a 
Af? = 36° finite twiston extending over 100 unit cells in the axial direction. For a tube with radius R, 
a portion of the unit cell of length L is shown in the inset. Go = 2e2/h is the conductance quantum, 
(b) Differential conductance of the (10,10) nanotube subject to an infinitely long uniform twist, for 
different values of the twist per unit length dd/dl. (c) Dependence of the conductance gap A on the 
infinitely long twist dO/dl for various (n, n) nanotubes. 

To compute the effect of a finite scattering region on transport in an otherwise perfect 
(n,n) armchair nanotube, we use a parameterized four-state (s,px,py,pz) Hamiltonian, based 
on a global fit to density functional results for graphite, diamond and C2 as a function of 
the lattice parameter [26]. A finite twiston is treated as a scattering region connecting two 
semi-infinite (n, n) nanotubes. A recursive Green's function formalism is used to evaluate the 
transmission matrix t, describing the scattering of electrons of energy E from one end of the 
semi-infinite nanotube to the other [27]. The differential electrical conductance at bias voltage 
14>ias is related to scattering properties at energy E = E? — el^as by the Landauer formula 
G = GoTr{tH), where Go = 2e2//i is the conductance quantum. A twiston is formed by 
introducing a small angular distortion between neighbouring axial slices within the scattering 
region. This is shown schematically in the inset of fig. 1(a), which displays the local shear 
distortion within the unit cell of length L, containing two axial slices. The perturbation to 
the Hamiltonian matrix enters through the scaling of the nearest-neighbour hopping integrals 
that follow the changes in G-C bonds T\ and r<i. 

Figure 1 shows the differential conductance for a straight and twisted (10,10) nanotube. In 
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Fig. 2 - (a) Details of the differential conductance G of a (10,10) carbon nanotube subject to a 
finite twiston, as a function of the applied bias voltage Vbias- (b) Differential conductance of (n,n) 
nanotubes at zero bias as a function of the local twist in finite twistons. In both figures, the twistons 
A0 extend only across a finite segment of 100 unit cells in the axial direction. 

the straight nanotube of fig. 1(a), the nondegenerate bands, which cross near Ep, open up two 
conductance channels at this energy. Additional conduction channels follow as an increasing 
number of subbands appear near Ep — eVbias at higher bias voltages. In the presence of a 
localized twiston, the differential conductance is suppressed at all energies, in particular near 
the Fermi level. This is shown in fig. 1(a) for a finite-length twiston, with a total twist of 36° 
extending over 100 unit cells or ss 24.6 nm. The occurrence of a conductance gap near Ep 
suggests that electron scattering by a finite twiston can be viewed as a tunneling phenomenon. 

For comparison with fig. 1(a), fig. 1(b) shows results for a nanotube subject to an infinitely 
long uniform twist dO/dl. This shows that that a localized or infinitely long twist opens up 
a conductance gap A near Ep. The predicted gap in the presence of infinitely long twists is 
shown in fig. 1(c) and agrees with results of refe. [21] and [22]. 

In the following, we discuss the dependence of the conductance gap on the twist distortion 
dd/dl, the spatial extent of the twiston, and an axially applied magnetic field. As shown 
in fig. 1(c), we find that for a range of (n,n) tubes subject to an infinitely long twist, the 
magnitude of the conductance gap A increases linearly with increasing twist distortion to 
its maximum value Amax, and decreases thereafter. For an (n,n) nanotube, we find the 
maximum value of the conductance gap Amax to be achieved at an 'optimum tube twist" 
value (d9/dl)0 « An~2 (with A = 620°/nm), which depends on the chiral index n. The 
dependence of Amax on the optimum tube twist (d0/dZ)o corresponds to the envelope function 
in fig. 1(c), and is well approximated by Amax » A(d0/dZ)o « 1.30 eV (1 - e-

0-21(de/<")o), 
with (dd/dl)o in °/nm units. 

Details of conductance changes due to localized twistons, such as those of fig. 1(a), are 
shown for small bias voltages in fig. 2(a). In the present case, we subjected a straight (10,10) 
nanotube to finite twists A0 extending over 100 unit cells. We find that the conductance 
pseudo-gap associated with finite twistons is accompanied by conductance oscillations at small 
bias voltages. A tube subject to an infinitely long twist, on the other hand, possesses a real 
gap with no such oscillations. The zero-bias conductance as a function of the twist angle for 
finite twistons extending over 100 unit cells is presented in fig. 2(b) for a range of tube sizes. 
This type of conductance behaviour is reminiscent of that associated with tunneling through 
a potential barrier, where the twist-induced gap is analogous to the height of the barrier. 
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Fig. 3 - (a) Differential conductance of an (8,8) carbon nanotube subject to a AO = 36° twiston 
extending over 100 unit cells and/or a magnetic flux $ = 0.15$o in the axial direction. Both the 
twiston and the flux alone open up near-identical conductance gaps. A careful combination of nonzero 
flux and twist reopens a single conductance channel at small bias voltages, (b) Corresponding band 
structure of an infinite (8,8) carbon nanotube. Results for a straight tube in zero field are compared 
to those for a tube subject to an infinitely long uniform twist of dO/dl = 0.36° per unit cell and a 
magnetic flux $ = 0.15$o in the axial direction. 

These results, when combined, clearly demonstrate that finite twistons yield nonlinear I-V 
characteristics. 

It must be stressed that the degree of twist required to open a pseudo-gap is small. For 
example in the finite (10,10) carbon nanotube of fig. 2(a), A0 = 20° over 100 unit cells 
is equivalent to dO/dl < l°/nm only. The resulting perturbation to the Hamiltonian is 
therefore well within the limits of our model, where the twist is viewed as a frozen-in defect 
to the nanotube at low temperatures [23]. 

In a reasoning based on London theory, we now consider the effect of a uniform magnetic 
field on transport in straight and twisted nanotubes. Axially applied magnetic fields produce 
an Aharonov-Bohm effect in carbon nanotubes [16,17,28], which in the clean limit arises from 
the opening and closing of a band gap at the Fermi level. In the presence of a twiston, we 
now demonstrate that the reverse effect can occur, namely that an axial magnetic field can 
remove the twiston-induced conductance gap, resulting in a positive magneto-conductance. 
The effect of a combined structural twist and magnetic field on the conductance of nanotubes 
is discussed in fig. 3(a). These results show that a magnetic field may restore the zero-bias 
conductance of twisted armchair nanotubes from an essentially vanishing value to near half 
of the initial zero-twist value. 

To understand this behaviour, we consider the roll-up process of a graphene sheet, spanned 
by the Bravais lattice vectors a\ and 02, to an armchair nanotube. Structural twist of the tube, 
depicted in the inset of fig. 1(a), is related to a shear distortion of the initial graphene sheet. 
Let us assume that the electronic structure near Ep can be attributed to the nearest-neighbour 
ppn interactions. The imposed structural twist is modeled by changing the relative strength of 
the hopping integral 7» along the neighbour vector r* with respect to the undistorted reference 
value 70 = 1. Taking into account the diatomic basis of the distorted graphene sheet, we obtain 
a half-filled band with particle-hole symmetry and an energy gap between the valence and 
conduction band of 

A(fc) = |l+7ieifc'01 +72e
ifc-a2|. 
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During the initial roll-up process to an (n, n) nanotube, the two-dimensional electron momen- 
tum space of the graphene sheet collapses into a one-dimensional space with fc along the tube 
axis. Exposing the tube to a magnetic field adds the term eA/h to fc, where A is the vector 
potential, thus introducing a new phase factor [17]. Further noting that fe • a» = k • r*, we 
find that the energy gap between the highest valence and lowest conduction band of a twisted 
tube becomes 

A(fc) = |1 + 7ieffe'rie^ + l2eik'r2e**| . (1) 

The phase <f> = 27r$/$0 depends on the ratio between the magnetic flux $ trapped in the tube 
and the fundamental unit of flux $0 = h/e. Note that the fundamental unit of flux used in 
this paper is twice the flux quantum, $0 = h/2e. The fundamental gap A = A(k0), occurring 
at fco, is the minimum value found in the Brillouin zone. We also note that A = 0 for an 
undistorted tube in zero field. 

In view of the twisted-tube morphology defined in fig. 1(a), it is convenient to introduce 
the quantity a = fc-n = -fcr2. From eq. (1) we find that A(fc) = 0 only if (sin </>/sin a) = 
(^j — ~f2) and (cos (f>/ cos a) = (—71 — 72). Combining these equations, we find that the 
fundamental gap closes if 

and 

„„.M + Tft-«-*)' (2) 
27172 

cos 2Q = —— . (o) 
27172 

In other words, according to eq. (2), the twist-induced fundamental gap closes again, once the 
(n, n) nanotube is exposed to a magnetic field B 

B-ft „«■CM»*)-«-*»') (4) 
V 27i72 / 

along its axis, where Bc = 2.28xl04 T/n2. According to eq. (3), the longitudinal wave vector 
fc0, at which the fundamental gap vanishes, must satisfy the condition 

1 A-7i-72\ 
«o-**i = « arccos   — I 2 V     27l72     ) (5) 

The above heuristic model also demonstrates why the exact result of fig. 3(a) yields G » Go 
for the zero-bias conductance in the presence of a nonzero twist and flux, rather than the value 
G = 2GQ for a twist-free tube in zero field. In the latter case, the two open scattering channels 
at Ey correspond to values of a (or wave vector fc) of opposite sign. For a given nonzero flux 
$ and a corresponding sign of the phase <j>, (sm<f)/sxaa) = (71 - 72) can be satisfied by only 
one of these channels. This is shown in fig. 3(b), where the dispersion curves in the presence of 
a compensating twist and flux are compared to those of a perfectly straight nanotube in zero 
field. As expected, reversing the sign of the twist angle switches the allowed conduction chan- 
nel. Figure 3(b) also illustrates that the longitudinal Fermi wave vector fc0, which marks the 
band crossing at EF, is shifted from the value for the unperturbed tube, as predicted by eq. (5). 

In summary, we have analyzed for the first time the scattering properties of finite-size 
twistons and shown that these introduce nonlinear I-V characteristics associated with the 
opening of a pseudo-gap at Ep, thus effectively quenching the nanotube conductance. This 
conductance gap can be closed in an axial magnetic field, leading to a giant positive magneto- 
conductance. At small bias voltages, the conductance of a twisted tube in nonzero field can 
reach up to half the ballistic conductance value of a straight tube in zero field. 
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Abstract 

Using density functional theory, we calculate the energy and electronic struc- 

ture of a polyacetylene chain interacting with various carbon nanotubes. We 

find that polyacetylene chains are weakly attracted exo- or endohedrally to 

nanotubes. The equilibrium separation between the chain and the wall is 

close to 3.3 Ä, suggesting an energetic preference for polyacetylene to be en- 

closed in nanotubes wider than the (6,6) tube. The chains are expected to be 

spontaneously pulled into open nanotubes by forces amounting to a fraction 

of a nano-Newton. Electronic structure calculations reveal the occurrence of 

a peak at the Fermi level in the electronic density of states, caused by the 

weak interaction between polyacetylene and the carbon nanotube, which may 

facilitate the onset of superconductivity in this system. 



It was noted soon after their initial discovery1 that carbon nanotubes (CNTs) are hollow 

cylindrical structures, which could make ideal containers for just a few atoms or small 

molecules.2 In this regard, they have been considered for hydrogen storage3 and as nano-sized 

'test-tubes for manipulating chemical/biological molecules'.4 Filling of carbon nanotubes 

with molten lead, induced by capillary action, has been demonstrated experimentally.5 The 

formation of 'peapod' structures is now well established, whereby COO buckyballs readily 

migrate into a (10,10) nanotube.6 Further to this, if one is interested in investigating one- 

dimensional nano-systems, then carbon nanotubes could act as a support structure to contain 

the nano-system. For example, nanotubes have been considered for confining a chain of metal 

atoms,7 where the interest lies in comparing the properties of the one-dimensional chain with 

that of the three-dimensional bulk metal. 

Even in the absence of contained atoms or molecules, armchair carbon nanotubes are 

very interesting one-dimensional metallic systems which, for example, have been considered 

as prime candidates for observing a Luttinger liquid.8 Another one-dimensional material of 

considerable interest is polyacetylene (PA). Unlike metallic carbon nanotubes,9 polyacetylene 

succumbs to Peierls distortion that causes dimerization in pristine PA, accompanied by a 

band gap opening at the Fermi level. The charge carriers in lightly doped PA are the 

somewhat more exotic solitons, which can carry spin and no charge or charge and no spin.10 

In the bulk system, the intrinsic properties of individual PA chains may be obscured by 

inter-chain coupling, complicated morphology of the bulk material, or by effects coming 

from dopant atoms. To avoid these artifacts, we propose to use carbon nanotubes as support 

structures to keep PA chains straight and to isolate them. Since both nanotubes and highly 

doped polyacetylene are good metals, the combined nanotube/polyacetylene system may 

show intriguing transport behavior with widescale technological applications. 

Two main issues to be addressed are finding the ideal size of a carbon nanotube to 

comfortably contain just a single PA chain, and to determine the degree of interaction 

between the carbon nanotube and the enclosed PA chain. On the one hand, a negligible 

interaction is desirable if the PA chain is to retain its original properties after insertion into 



the carbon nanotube. On the other hand, given that both carbon nanotubes and PA are 

very interesting materials on their own, we are curious as to whether some new phenomena 

might emerge within the combined system. 

In this study, we investigate for the first time the interaction energy and electronic struc- 

ture of a polyacetylene chain aligned axially either exo- or endohedrally with a nanotube. 

We find that the polymer chains are weakly attracted towards, and may be spontaneously 

pulled into sufficiently wide nanotubes. The undoped polyacetylene/nanotube system is 

metallic. The weak interaction between the subsystems induces a peak in the electronic 

density of states at the Fermi level, which may facilitate the onset of superconductivity. 

Our calculations are based on density functional theory (DFT) within the local density 

approximation (LDA) and performed using the SIESTA code.11 Troullier-Martins pseudopo- 

tentials were used to represent the nuclei plus core electrons. We used the Perdew-Zunger 

form of the exchange-correlation potential in LDA. 

In all cases, the axes of the PA chain and carbon nanotube were kept parallel. The 

structural arrangement is illustrated in the insets of Fig. 1(a) as well as in Fig. 2(a-b). To 

reduce computing requirements,12 only armchair nanotubes were considered at this stage. 

Since the lattice structure of a PA chain and graphitic armchair nanotube are very similar, 

the PA lattice could be held commensurate with the nanotube lattice, thus reducing the 

number of atoms required per unit cell. This necessitated the unit cell length of the PA 

chain to be reduced slightly from 2.475 Ä to 2.460 Ä, at the negligible energy cost of only 

«1 meV per unit cell. 

Depending on the size of the carbon nanotube being considered, the unit cell contained 

between 20 atoms (for a (4,4) nanotube) and 32 atoms (for a (7,7) nanotube). Of these, two 

carbon atoms and two hydrogen atoms were associated with the PA chain, as illustrated 

in Fig. 2(b). The unit cell size perpendicular to the carbon nanotube axis was set to at 

least 10 Ä, so that there was no interaction between structures in adjacent cells. For total 

energy calculations, we sampled the irreducible wedge of the one-dimensional Brillouin zone 

by 4 fc-points. To achieve sufficient energy convergence yielding smooth E versus d curves 
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in Figs. 1 and 2, the energy cutoff for plane wave expansion was set to 100 Ry. For the non- 

bonding interaction between the PA chain and carbon nanotube, we applied the counterpoise 

correction using ghost orbitals to account for basis set superposition errors. 

As a test case, we have optimized the structure of an isolated PA chain. We obtained an 

average carbon-carbon bond length of 1.396 Ä, which is close to the experimental value of 

1.4 Ä,13 and a bond length alteration (BLA) of 0.051 Ä. This value for the BLA is less than 

the experimental value of 0.08 Ä, but under-estimation of the BLA has been acknowledged 

previously for DFT calculations.14 Resolving this problem requires going beyond the LDA.15 

As another test, we have calculated the equilibrium separation between two graphite sheets. 

We obtain 3.44 Ä, in close agreement with the experimental value. 

In our first study, we explored the nature of the binding between a PA chain and a carbon 

nanotube. Figure 1(a) shows the interaction energy between a (4,4) carbon nanotube and a 

PA chain for the case that the PA chain is situated outside the carbon nanotube. We find 

a clear minimum in the E versus d curve with a binding energy of 45.4 meV. Comparing 

this value to kT, we conclude that the system can be bound at room temperature. The 

equilibrium separation of 3.34 A turns out to be similar to that between graphite sheets. This 

is not too surprising, given that the nanotube can be considered as a rolled up graphite sheet 

and that the carbon backbone of the PA chain is almost commensurate with graphite. For 

the sake of comparison, in Fig. 1(b) we also show the interaction energy between a PA chain 

and a graphite sheet, representing a nanotube of large diameter. In this case, the binding 

energy is slightly increased to 59.3 meV and the associated equilibrium separation reduced 

to 3.30 Ä. Evidently, curvature of the graphitic structure plays a role in the interaction 

energy, whereby having more atoms in close proximity to the PA chain increases the binding 

interaction. Our values for the equilibrium separation also indicate that a carbon nanotube 

would require a diameter of at least 6.6 Ä, before an insertion of a PA chain into the nanotube 

would become energetically favourable. 

Figure 2 shows our main result for a PA chain inside armchair carbon nanotubes of 

various radii R, as a function of the axial separation r. Figure 2(c) shows that on energy 



grounds, PA is likely to enter nanotubes of sufficiently large diameter and free for off-axial 

displacements. For the PA chain inside a (4,4) nanotube the energy never becomes negative, 

indicating that this configuration is energetically unfavourable.16 The same holds also for the 

wider (5,5) nanotube, where the insertion process is only marginally endothermic. For the 

(6,6) and (7,7) nanotubes, the nanotube diameter is sufficient to allow PA to be bound inside 

the nanotube, as seen on the exapanded energy scale in Fig. 2(d). For the (6,6) nanotube, 

the minimum is fairly wide so that a PA chain enclosed inside a (6,6) nanotube would still 

have some degree of lateral freedom. As compared to larger nanotubes, this system allows 

PA to interact with more atoms, thus causing further stabilization, as already suggested by 

the results of Fig. 1. The (7,7) nanotube, with a set of energy minima at r > 0, is sufficiently 

wide to accommodate more than one PA chain. 

We next address the possible insertion process of a PA chain into a carbon nanotube, 

illustrated in Fig. 3(a). Given that the (6,6) nanotube has an appropriate diameter to 

contain just one PA chain, we consider this as a model system. The energy gain associated 

with the axial insertion of a PA chain into the (6,6) nanotube is depicted in Fig. 3(b). Since 

the translation symmetry along the axis is broken in this case, the calculations are performed 

for finite, hydrogen-terminated clusters representing the nanotube and PA, as shown in the 

inset of Fig. 3(b), and extrapolated for a semi-infinte PA chain and nanotube. For PA 

completely outside the nanotube, corresponding to positive z values, the total energy is that 

of an isolated nanotube and an isolated PA chain and taken as a reference value. We see 

the energy becoming lowered as the end of the PA chain moves into the carbon nanotube, 

indicating that the PA chain is likely to be pulled in once it is partially inserted. Of interest 

is that the PA chain begins to feel the attraction, when it is still «2 A outside the carbon 

nanotube. This suggests that the insertion process should start spontaneously as soon as 

the PA chain approaches the open end of the carbon nanotube. For a semi-infinite chain 

entering a semi-infinite nanotube, the energy gain per segment inserted is constant and can 

be inferred from Fig. 2. The constant slope of the E(z) curve in Fig. 3(b) corresponds to 

a force of 0.159 nN that pulls the PA chain in. Even though thi.s force appears small on a 



macroscopic scale, dividing it by the cross-sectional area of the nanotube yields an effective 

pressure of 301 MPa. This large, capillarity-induced pressure will likely cause an efficient 

filling of the available volume by polyacetylene. 

We next investigate the degree of electronic interaction between the carbon nanotube 

and enclosed PA chain.   Our model system in this case is the (7,7) nanotube containing 

a polyacetylene chain, which has been displaced off the tube axis close to its equilibrium 

position. The electronic density of states of the (7,7) nanotube is shown in Fig. 4(a), that of 

an isolated PA chain17 in Fig. 4(b), and that of the combined system in Fig. 4(c). We find the 

density of states of the combined system to differ from the superposition of its components, 

indicating some degree of electronic interaction between the valence systems of the two 

structures. Comparison between Figs. 4(b) and (c) indicates that the presence of PA does not 

affect the van Hove singularities in the DOS of the nanotube. The most pronounced change 

occurs in the metallic region in-between the first van Hove singularities of the nanotube, 

close to EF- There, we can see a signature of the van Hove singularities of PA, which have 

been upshifted by the crystal potential. Of particular interest is the fact that one of these 

PA-induced peaks in the DOS coincides with the Fermi level.   Should the nanotube/PA 

system exhibit superconducting behavior, similar to pristine nanotubes18, such an increase 

in the DOS at the Fermi level could enhance the superconducting transition temperature. 

This can be seen from the weak coupled BCS theory, where the transition temperature is 

given by the McMillan formula as TC~TUJJD exp(—1/A), with A = N(EF)VO being the electron- 

phonon interaction. Here, N(Ep) is the DOS at the Fermi level and V0 is the Bardeen-Pines 

interaction. Since N(EF) appears in the exponent, even a minute peak in the DOS at the 

Fermi level should increase Tc significantly. This mechanism for Tc enhancement has been 

proposed previously for the high-Tc cuprates19, where band structure calculations revealed a 

van Hove singularity in the DOS close to the Fermi level. Since superconductivity has been 

observed in ropes of single-walled carbon nanotubes at temperatures below 0.55 K only,18 

the insertion of a PA chain could results in an increase of Tc. 

Figure 4(e) shows the charge distribution through a cross section of the combined (7,7) 
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nanotube/PA system, in a plane defined by Fig. 4(d). To find out the effect of nanotube- 

PA interaction on the charge distribution, we subtract from the total charge density the 

superposition of the charge densities of the isolated (7,7) nanotube and PA chain, and present 

the results in Fig. 4(f). Even though the perturbation is relatively small, reflecting the weak 

interaction, we can clearly discern a region of increased charge density between the chain 

and the nanotube wall within the PA-nanotube interaction range. Since this charge stems 

predominantly from the nanotube, we can talk about PA-induced hole-doing of the nanotube. 

This effect has also been predicted previously for double-walled carbon nanotubes.20 We 

conclude that due to the nonvanishing interaction, armchair carbon nanotubes do not act as 

"perfectly inert" containers for polyacetylene. A possible alternative in this respect would be 

boron-nitride nanotubes,7 which show a much larger fundamental gap than insulting carbon 

nanotubes and thus should not intereact with the valence electron system of the PA chain. 

In summary, we have performed density functional calculations to investigate the inter- 

action between polyacetylene chains and armchair carbon nanotubes. We find that poly- 

acetylene chains are weakly attracted exo- or endohedrally to nanotubes at an equilibrium 

separation between the chain and the wall close to 3.3 Ä, suggesting the energetic preference 

for enclosure in sufficiently wide nanotubes. We find the (4,4) nanotube too narrow, but 

the (6,6) nanotube nearly ideal to contain a single PA chain. Larger nanotubes, such as the 

(10,10) nanotube, may contain more than one PA chain. We expect PA chains to be pulled 

spontaneously into open nanotubes by forces amounting to a fraction of a nano-Newton. 

Electronic structure calculations reveal the occurrence of a peak at the Fermi level in the 

electronic density of states, caused by the weak interaction between a PA chain and a carbon 

nanotube. This peak should occur both for polyacetylene chains attached from outside or 

enclosed inside nanotubes, and may facilitate the onset of superconductivity in this system. 

One of the authors (GCM) would like to thank the following people for helpful dis- 

cussions: S. H. Jhang, M. Yoon, Z. X. Jin, D. S. Suh, and A. Kaiser. We acknowledge the 

Korean IMT-2000 "Molecular Logic Devices" program and the BK21 project of the Ministry 

of Education (MOE), Korea, for providing financial support. 
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FIGURES 

FIG. 1. Interaction energy between a PA chain and (a) a (4,4) carbon nanotube and (b) 

a graphite monolayer, representing an extremely wide tube. The schematic geometry, including 

the definition of the distance d between the chain axis and the graphitic wall, is given in the 

insets. Energies are given per unit cell, containing two carbon and two hydrogen atoms of the 

polyacetylene. The equilibrium separations are indicated by arrows. 

FIG. 2. Interaction between polyacetylene and armchair nanotubes of different diameters, (a) 

Schematic perspectivic view of the system, (b) Unit cell geometry, defining the nanotube radius R 

and the axial separation r. (c) Interaction energy between a PA chain and various (n, n) nanotubes 

as a function of the axial separation r. (d) Details of the interaction energy, given on an expanded 

scale. Energies are given per unit cell, illustrated in Fig. 2(b). Vertical arrows for R(n, n) indicate 

the position of the respective nanotube walls. 

FIG. 3. Energetics of a polyacetylene chain entering a (6,6) nanotube. (a) Schematic diagram, 

defining the distance z between the ends of the tube and the chain, (b) Energy change associated 

with a semi-infinite PA chain being pulled into a semi-infinite (6,6) nanotube. The solid curve, 

based on calculations for the finite cluster shown in the inset, highlights the behaviour as the PA 

chain approaches the open end of the carbon nanotube. The data points (*) at z < 0 values, as 

well as the connecting dashed line, are based on the interaction energy for the infinite system, 

presented in Fig. 2. The horizontal spacing of these data points corresponds to the unit cell size, 

and their energy is set as a multiple of the interaction energy per unit cell. 
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FIG. 4. Electronic structure of a polyacetylene chain interacting with a (7,7) nanotube. The 

electronic density of states near the Fermi level is shown for (a) an isolated (7,7) nanotube, (b) 

an isolated PA chain, and (c) for the combined system, (e) Charge distribution for the combined 

PA@(7,7) nanotube system within the cross-section plane indicated in (d). (f) Charge redistribution 

induced by the nanotube-polyacetylene interaction, obtained after the charge distributions from 

the individual (7,7) nanotube and PA chain are subtracted off the total charge density in (e). The 

white circle indicates the position of the (7,7) nanotube wall. 
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Using a scattering technique based on a parametrized linear combination of atomic orbitals Hamil- 
tonian, we calculate the ballistic quantum conductance of multiwall carbon nanotubes. We find that 
interwall interactions not only block some of the quantum conductance channels, but also redistribute the 
current nonuniformly over individual tubes across the structure. Our results provide a natural explanation 
for the unexpected integer and noninteger conductance values reported for multiwall nanotubes by Stefan 
Frank et al. [Stefan Frank et al, Science 280, 1744 (1998)]. 

PACS numbers: 72.80.Rj, 61.48.+C, 73.50.-h, 73.61.Wp 

Carbon nanotubes [1,2] are narrow seamless graphitic 
cylinders, which show an unusual combination of 
nanometer-size diameter and millimeter-size length. This 
topology, combined with the absence of defects on a mac- 
roscopic scale, gives rise to uncommon electronic prop- 
erties of individual single-wall nanotubes [3,4], which— 
depending on their diameter and chirality—can be either 
conducting or insulating [5-7]. Significant changes in 
conductivity of these nanowires may be induced by minute 
geometric distortions [8] or external fields [9]. More in- 
triguing effects, ranging from the opening of a pseudogap 
at EF [10,11] to orientational melting [12], have been 
predicted to occur when identical metallic nanotubes are 
bundled together in the form of a "rope" [13]. 

Electron transport in nanotubes is believed to be ballis- 
tic in nature, implying the absence of inelastic scattering 
[14]. Recent conductance measurements of multiwall car- 
bon nanotubes [14] have raised a significant controversy 
due to the observation of unexpected conductance val- 
ues in apparent disagreement with theoretical predictions. 
In these experiments, multiwall carbon nanotubes, when 
brought into contact with liquid mercury, exhibit not only 
even, but also odd multiples of the conductance quantum 
Go = 2e2/h « (12.9 kfl)-1, whereas the conductance of 
individual tubes has been predicted to be exactly 2G<> [15]. 
An even bigger surprise was the observation of noninteger 
quantum conductance values, such asG« 0.5Go, since 
conductance is believed to be quantized in units of Go [16]. 

In this Letter, we demonstrate that the unexpected con- 
ductance behavior can arise from the interwall interaction 
in multiwall or in bundled nanotubes. This interaction may 
not only block some of the quantum conductance chan- 
nels, but also redistribute the current nonuniformly over 
the individual tubes. We show that under the experimental 
conditions described in Ref. [14], this effect may reduce 
the conductance of the whole system to well below the ex- 
pected value of 2Go. 

The electronic band structure of single-wall [5-7] and 
multiwall carbon nanotubes [17-19], as well as single-wall 

nanotube ropes [10,11], is now well documented. More 
recently, it has been shown that interwall coupling leads 
to the formation of pseudogaps near the Fermi level in 
multiwall nanotubes [19] and single-wall nanotube ropes 
[10,11]. These studies have described infinite periodic 
structures, the conductance of which is quantized in units 
of 2Go. In what follows, we study the effect of interwall 
coupling on the transport infinite structures. 

To determine the conductance of finite multiwall nano- 
tubes, we combine a linear combination of atomic or- 
bitals (LCAO) Hamiltonian with a scattering technique 
developed recently for magnetic multilayers [20,21]. The 
parametrization of the LCAO matrix elements, based on 
ab initio results for simpler structures [22], has been used 
successfully to describe electronic structure details and to- 
tal energy differences in large systems that were untreat- 
able by ab initio techniques. This electronic Hamiltonian 
had been used previously to explain the electronic struc- 
ture and superconducting properties of the doped COO solid 
[23], the opening of a pseudogap near the Fermi level in 
bundled and multiwall nanotubes [11,19]. 

The scattering technique, which has recently been em- 
ployed in studies of the giant magnetoresistance [20,21], 
determines the quantum-mechanical scattering matrix S 
of a phase-coherent "defective" region that is connected 
to "ideal" external reservoirs [20]. At zero temperature, 
the energy-dependent electrical conductance is given by 
the Landauer-Biittiker formula [24] G(E) = (2e2/h)T(E), 
where T(E) is the total transmission coefficient evaluated 
at the energy E which, in the case of small bias, is the 
Fermi energy Ep [25]. 

For a homogeneous system, T(E) assumes integer val- 
ues corresponding to the total number of open scattering 
channels at the energy E. For individual (n, n) "armchair" 
tubes, this integer is further predicted to be even [15], with 
a conductance G = 2Go near the Fermi level. As a refer- 
ence to previous results [15], the density of states and the 
calculated conductance of an isolated (10,10) nanotube is 
shown in Fig. 1. 
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FIG. 1. Electronic density of states (DOS) (a) and conductance 
G (b) of an isolated single-wall (10,10) carbon nanotube. The 
DOS is given in arbitrary units, and G is given in units of the 
conductance quantum G0 = 2e2/h = (12.9 kfl) '. 

The corresponding results for the (10,10)@(15,15) 
double-wall nanotube [19] and the (5,5)@(10,10)@ 
(15,15) triple-wall nanotube, where the interwall interac- 
tion significantly modifies the electronic states near the 
Fermi level, are shown in Fig. 2. The conductance results 
suggest that some of the conduction channels have been 
blocked close to EF. The interwall interaction, which is 
responsible for this behavior, also leads to a redistribution 
of the total conduction current over the individual tube 
walls. The partial conductances of the tube walls are de- 
fined accordingly as projections of the total conductance 
and shown in Fig. 3. We notice that the partial conduc- 
tance is strongly nonuniform within the pseudogaps, where 
the effects of intertube interactions are stronger. 

The experimental setup of Ref. [14], shown schemati- 
cally in Fig. 4(a), consists of a multiwall nanotube that is 
attached to a gold tip of a scanning tunneling microscope 
(STM) and used as an electrode. The STM allows the tube 
to be immersed at calibrated depth intervals into liquid 
mercury, acting as a counterelectrode. This arrangement 
allows precise conduction measurements to be performed 
on an isolated tube.  The experimental data of Ref. [14] 
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FIG. 2. Electronic density of states and conductance of a 
double-wall (10,10)@(15,15) nanotube [(a) and (c), respec- 
tively] and a triple-wall (5,5)@(10,10)@(15,15) nanotube [(b) 
and (d), respectively]. 

FIG. 3. Partial conductance of the constituent tubes of (a) a 
double-wall (10,10)@(15,15) nanotube and (b) a triple-wall 
(5,5)@(10,10)@(15,15) nanotube. Values for the outermost 
(15,15) tube are given by the solid line, for the (10,10) tube 
by the dashed line, and for the innermost (5,5) tube by the 
dotted line. 

for the conductance G as a function of the immersion 
depth z of the tube, reproduced in Fig. 5, suggest that in 
a finite-length multiwall nanotube, the conductance may 
achieve values as small as 0.5Go or \GQ. 

The key problem in explaining these experimental data 
is that nothing is known about the internal structure of the 
multiwall nanotube or the nature of the contact between the 
tube and the Au and Hg electrodes. We have considered 
a number of different scenarios and have concluded that 

FIG. 4. (a) Schematic geometry of a multiwall nanotube that 
is being immersed into mercury up to different depths labeled 
Hg(#l), Hg(#2), and Hg(#3). Only the outermost tube is con- 
sidered to be in contact with the gold STM tip on which it is 
suspended. The conductance of this system is given in (b) for 
the immersion depth Hg(#l), in (c) for Hg(#2), and in (d) for 
Hg(#3) as a function of the position of EF. The Fermi level 
may shift with changing immersion depth within a narrow range 
indicated by the shaded region. 
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FIG. 5. Conductance G of a multiwall nanotube as a function 
of immersion depth z in mercury. Results predicted for the mul- 
tiwall nanotube discussed in Fig. 4, given by the dashed line, are 
superimposed on the experimental data of Ref. [14]. The main 
figure and the inset show data for two nanotube samples, which 
in our interpretation differ only in the length of the terminating 
single-wall segment. 

the experimental data can be explained only by assuming 
that (i) current injection from the gold electrode occurs 
only into the outermost tube wall, and that (ii) the chemi- 
cal potential equals that of mercury, shifted by a contact 
potential [26], only within the submersed portion of the 
tube. In other words, the number of tube walls in contact 
with mercury depends on the immersion depth. The first 
assumption implies that the electrical contact between the 
tube and the gold electrode involves only the outermost 
wall, as illustrated in Fig. 4(a). The validity of the second 
assumption—in spite of the fact that mercury only wets the 
outer tubes—is justified by the presence of the interwall 
interaction. The main origin of the anomalous conductance 
reduction, to be discussed below, is the backscattering of 
carriers at the interface of two regions with different num- 
bers of walls due to a discontinuous change of the conduc- 
tion current distribution. 

The conductance calculation is then reduced to a scatter- 
ing problem involving a semi-infinite single-wall nanotube 
(the one in direct contact with gold) in contact with a scat- 
tering region consisting of an inhomogeneous multiwall 
tube and the Hg reservoir as the counterelectrode. Depend- 
ing on the immersion depth, denoted by Hg(#l), Hg(#2), 
and Hg(#3) in Fig. 4(a), portions of the single-wall, the 
double-wall, and even the triple-wall sections of the tube 
are submersed into mercury. Our calculations are per- 
formed within the linear-response regime and assume that 
the entire submersed portion of the tube is in "direct con- 
tact," i.e., equipotential with the mercury [26]. Increasing 
the immersion depth from Hg(#l) to Hg(#2) and Hg(#3), 
an increasing number of walls achieve direct contact with 
mercury, thereby changing the total conductance G(E), as 
shown in Figs. 4(b)-4(d) and Fig. 5. We also notice that 
the conductance of the inhomogeneous multiwall structure 
of Fig. 4(a) cannot exceed that of a single-wall nanotube, 
which is the only tube in electrical contact with the gold 
electrode. 

The calculation underlying Fig. 4(b) for the submer- 
sion depth Hg(#l) considers a scattering region consist- 
ing of a finite-length (5,5)@(10,10)@(15,15) nanotube 
connected to another finite segment of a (10,10)@(15,15) 
nanotube. This scattering region is then connected to ex- 
ternal semi-infinite leads consisting of (15,15) nanotubes. 
The calculation for the submersion depth Hg(#2), shown 
in Fig. 4(c), considers a scattering region formed of a 
finite-length (5,5)@(10,10)@(15,15) nanotube segment 
that is attached to a (15,15) nanotube lead on one end 
and to a (10,10)@(15,15) nanotube lead on the other 
end. Results in Fig. 4(d) for the submersion depth Hg(#3) 
represent the conductance of a (5,5)@(10,10)@(15,15) 
nanotube lead in contact with a (15,15) nanotube lead. 
The calculated conductances depend on the position of the 
Fermi level within the tube. Assuming that the Fermi level 
lies within the narrow energy window of =0.05 eV, indi- 
cated by the shaded region in Figs. 4(b)-4(d), we expect 
the conductance to increase in discrete steps from G =* 
0.5Go for Hg(#l) to G - 1G0 for Hg(#2) and Hg(#3). 
This is in excellent agreement with the recent experimental 
data of Ref. [14], presented in Fig. 5. 

It is essential to point out that from our calculations 
we expect a conductance value G = 0.5Go only when a 
single tube wall is in direct contact with mercury. In the 
case that a single-wall region is long, we expect this small 
conductance value to extend over a large range of im- 
mersion depths [14]. Should such a single-wall segment 
be absent, or should Ef lie outside the grey-shaded re- 
gion in Fig. 4(b), we expect for the conductance only val- 
ues of IGo and above. We believe that the anomalous 
sample-to-sample variation of the observed conductance 
[14], which shows the G = l.OGo value in all cases and 
the G « 0.5Go value only for particular samples, is re- 
lated to the structural properties of the nanotube and not 
to defects which are believed to play only a minor role in 
transport [27]. 

We also want to point out that a very different con- 
ductance behavior is expected when more than one tube 
is in direct contact with the Au electrode. As a possible 
scenario, we consider an inhomogeneous nanotube similar 
to that in Fig. 4(a), where now all of the three tube walls 
are in direct contact with the gold electrode. With two 
conduction channels per tube wall, the conductance has 
an upper bound of 6Go- Calculations analogous to those 
presented in Fig. 4 suggest a minimum conductance 
value G = IGo to occur for a finite-length (10,10)@ 
(15,15) tube segment sandwiched between (15,15) and 
(5,5)@(10,10)@(15,15) nanotube leads, representing 
the smallest submersion depth Hg(#l), with mercury in 
direct contact with only the single-wall portion of the 
tube. The conductance value G = 2Go is obtained for a 
(10,10)@(15,15) nanotube lead in contact with a (5,5)@ 
(10,10) @ (15,15) nanotube lead, representing submer- 
sion depth Hg(#2), with mercury in direct contact with 
a double-wall tube segment.   Finally, depending on the 
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position of £>, the conductance of a triple-wall nanotube 
submersed in mercury, modeled by an infinite (5,5)@ 
(10,10)@(15,15) tube, may achieve conductance values 
of 4G0 or 6G0. Even though the interwall interaction 
leads to a significant suppression of the conductance, the 
predicted increase in the conductance from IGo to 2Go 
and 4Go-6Go with increasing submersion depth is much 
larger than in the scenario of Fig. 4. Also the predicted 
conductance values are very different from the experimen- 
tal data of Ref. [14], thus suggesting that only the outer- 
most tube is in electrical contact with the gold electrode. 

In summary, we have shown that fractional quantum 
conductance may occur in multiwall nanotubes due to in- 
terwall interactions that modify the density of states near 
the Fermi level, and due to tube inhomogeneities, such 
as a varying number of walls along the tube. We found 
that the interwall interaction not only blocks certain con- 
duction channels, but also redistributes the current nonuni- 
formly across the walls. We have shown that experiments 
of Ref. [14] can be interpreted quantitatively for a particu- 
lar double- and triple-wall tube. An anomalous conduc- 
tance behavior is also expected to occur in more complex 
systems not treated here, such as "bucky-bamboo," mul- 
tichiral tubes, or inhomogeneous tube bundles that are in 
contact with a metal electrode. Fundamental questions still 
remain open regarding the nature of the nanotube/metal 
contact. We hope that our work will stimulate further theo- 
retical and experimental studies on this intriguing topic. 
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Abstract 
It seems likely that density concerns will force the DRAM 
community to consider using radically different schemes 
for the implementation of memory devices. We propose 
using nano-scale carbon structures as the basis for a 
memory device. A single-wall carbon nanotube would 
contain a charged buckyball. That buckyball will stick 
tightly to one end of the tube or the other. We assign the 
bit value of the device depending on which side of the 
tube the ball is. The result is a high-speed, non-volatile 
bit of memory. We propose a number of schemes for the 
interconnection of these devices and examine some of the 
known electrical issues. 

1.  Introduction 

If the DRAM industry is to continue with its expo- 
nential rate of density improvement, it seems likely that 
there will need to be a radical change in the construction 
of memory devices at some point. Certainly quantum-dot 
[1] devices have possibilities in this role and significant 
R&D effort has been put forward to develop it. A differ- 
ent possibility is in the construction of a nanometer-sized 
memory device based on the self-assembly of buckyballs 
inside of carbon nanotubes. This "bucky shuttle" [2] 
memory offers nonvolatility and terahertz switching 
speeds. Also, each bit could require as little as two 
square nanometers. Extrapolating from the density needs 
laid out in "The National Technology Roadmap for 
Semiconductors" [3] this density would be sufficient well 
past 2030. 

Our goal in this paper is to familiarize the reader with 
the basic issues involved in building a RAM out of car- 
bon nano-structures. We start by discussing the carbon 
structures used. Next we describe the nanomemory de- 
vice, followed by a discussion of possible interconnec- 
tion schemes. Finally, we mention a few of the issues we 
are currently attempting to resolve. 

Figure 1 The atomic structure of graphite. The 
dashed lines indicate the weak connection be- 
tween the planes of graphite. 

1.1. Fullerine nanotubes 

Carbon atoms can form a number of very different 
structures, two of the better known are diamond and 
graphite. A new carbon structure, the buckyball, was 
discovered in 1985. Soon after, the nanotube was dis- 
covered. These carbon structures, collectively known as 
fullerines, have been of great interest to the physics and 
chemistry communities. In the remainder of this section 
we will give a brief overview of these structures. Read- 
ers looking for additional details about fullerines are di- 
rected to an excellent overview article found in American 
Scientist [4]. 

Graphite consists of sheets of carbon atoms in a hex- 
agonal arrangement (see Figure 1). The sheets are very 
loosely connected to each other. Now imagine taking a 
single sheet of graphite and cutting a long narrow strip. 
If that strip is rolled into a long, narrow tube, it would be 
a nanotube. The ends of the tubes usually form caps, as 
the dangling atoms will be receptive to forming bonds 
with their neighbors. The resulting structure is shown in 
Figure 2. The electrical properties of the newly created 
nanotube depend upon the exact angle at which the 

1 This research is supported by the Office of Naval Research, Grant # N00014-99-1-0252 



Figure 2 A carbon nanotube 

graphite was cut. A cut along one of the edges of the 
hexagons would result in a conductive "armchair" nano- 
tube. Other angles would result in semi-conductors and 
even insulators. This chiral angle can range from 0° and 
30°. 

A buckyball can be thought of as the smallest of the 
nanotubes. It is simply the connection of the two caps 
with no "tube" in between, and consists of exactly 60 
carbon atoms (see Figure 3). Its combination of hexa- 
gons and pentagons is exactly the same as that found on a 
soccer ball. For historical reasons very short nanotubes 
with 70, or even 80 atoms are sometimes also called 
buckyballs. In this paper we will use the term only to 
describe Cm- 

Figure 3 A buckyball 

2.  The Nanomemory Device 

Our proposed nanomemory device (NMD) consists of 
two parts: the "capsule" which holds the much smaller, 
charged "shuttle." In Figure 4 we show an example 
where the capsule is a C240 nanotube while the shuttle is a 
buckyball. The buckyball contains a potassium ion (K+) 
which gives the shuttle its charge. (The potassium ion is 
not shown in the figure.) The outer dimensions of this 
capsule would be about 1.4nm in diameter and about 
2.0nm in length. This K+ inside of a Cw inside of a C240 

(K+@C6o@C24o) structure is the smallest and simplest 
device we have considered. However we are also exam- 
ining other options such as longer capsules which use 

other nanotubes as shuttles, as well as having many 
charged shuttles inside of each NMD. 

The state of the memory device is determined by the 
location of the shuttle: if it is on one side of the capsule, 
we treat it as a '1'; on the other we treat it as a '0'. The 
Van der Waals forces between the tube and the shuttle 
will tightly bind the shuttle to one end of the tube or the 
other. There is an unstable equilibrium point when the 
shuttle is in the exact middle of the capsule, but our pro- 
posed scheme for writing to the device would prevent the 
shuttle from ever coining to rest there.  

«©OWA-O^ >*// 

Figure 4 An example nanomemory device 

2.1. Writing to the NMD 

Figure 5 shows the potential energy of the shuttle at 
various locations in the NMD. The solid line indicates 
the potential energy curve when no electric field is ap- 
plied. Notice that the two potential energy wells are 
found when the shuttle is on one side of the capsule or 
the other. These wells keep the shuttle bound to either 
side of the capsule. 

The other two lines display the potential energy when 
a two-volt potential difference is applied. When such a 
voltage is applied there exists only one local minimum, 
and the shuttle will move to that side of the tube. It is 
with this two-volt potential difference that we can write 
to the NMD. In general the amount of voltage which 
needs to be applied depends upon the length of the cap- 
sule. A field of 0.1 volts/A is sufficient to move the 
shuttle from one side of the tube to the other. 

One important issue is how long it takes to perform a 
write to the NMD. Because of a bouncing effect observ- 
able in Figure 6 we have to wait for the buckyball to 
come to a stop. As the figure shows the time to settle 
will be about 20 picoseconds. 

2.2. Reading from the NMD 

Writing to the nanomemory devices is the easy part; 
reading from them is much more challenging. Somehow 
the state of the device must be sensed. We have pro- 
posed a number of ways to perform a read. The first 
requires three wires to be connected to the capsule: one 
on each end, and one in the middle. The position of the 
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Figure 5 Potential energy of the shuttle at different locations in 
the capsule. The solid line is when no electric field is applied. 
The dashed lines are the potential energy when the two-volt 
potential difference is applied. [2] 

buckyball is detected by examining the resistance be- 
tween the middle wire of the nanotube and the ends. A 
lower resistance will be found on the end that has the 
shuttle. This three-wire solution has a number of prob- 
lems, not the least of which is that making a connection 
to the middle of a nanotube seems difficult. However, a 
long capsule and shuttle would perhaps make this solu- 
tion viable. 

A device without the middle wire would be easier to 
fabricate. The notion of a destructive read could be ap- 
plied here. A read would then be performed in the same 
way as a write. During that write some current will flow 
if the shuttle moves from one side of the nanotube to the 
other. The total current that will flow is limited by the 
amount of charge held in the shuttles. It is for this type 
of a read that we would use many shuttles in our capsule 
to attempt to increase the amount of the current flow. 
Neither of these reading schemes is particularly satisfac- 
tory. We are currently working on other read schemes 
that appear to be more workable. 

3.   From NMD to RAM 

Once the memory device is fabricated it will still be a 
challenge to integrate the devices into a large RAM cell. 
We currently foresee two possible implementations 
which we call "metal-wired" and "nano-wired." We view 
the metal-wired approach as the most viable implemen- 
tation in the near term. However, it is equally useful as a 
stepping stone on the path to the nano-wired device 
which offers tremendous density improvements. 

3.1. Metal-wired 

The easiest device to fabricate would replace the tra- 
ditional DRAM capacitor/transistor memory cell with a 
large number of nanomemory devices.  We believe cur- 
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Figure 6 Location vs. time of the shuttle as a write is pre- 
formed. Time is in picoseconds. [2] 

rent VLSI fabrication techniques could be used, but with 
the addition of a layer of nano-devices. A "forest" of 
nanotubes has been already built [5], and a similar tech- 
nique could be used to create a forest of memory devices 
between two conducting layers. Figure 7a is a represen- 
tation of a 4-bit nanomemory device. Figure 7b shows a 
more detailed view of a single bit. Notice that a number 
of nanomemory devices are used to make up a single bit 
of memory. The number of devices per bit will depend 
upon the minimum line size of the lithography process 
used. With a 70nm wire width there could be nearly 
1,000 nanomemory devices per bit. 

Figure 7 (a) 4-bit nanomemory device with wires A, B, C, and 
D. (b) a single-bit using forest of NMDs. 

Consider how a write to the memory device in Figure 
7 would work. Assume that a voltage differential of 2.0 
volts will move the shuttles from one side of the capsule 
to the other. In order to write a '0' to bit three we would 
have to apply a +1.0 volt potential to wire B while we 
apply a -1.0 volt potential to wire D. If all the other 
wires are held at ground, only at the addressed bit will 
there be a strong enough electrical field to the shuttles. 
We would write a '1' by reversing the voltages. Writing 
to an entire row (or column) would be a two-stage proc- 
ess as the 1 's and the 0's would have to be written at dif- 
ferent times. 



Now, consider a destructive read with a forest of 
nanotubes. Our forest of nanotubes would move a large 
number of charged ions. We should be able to detect if 
those ions moved or not. Clearly we will have destroyed 
the data in the process of doing the read. However, we 
can write it back later, much as it is handled in a tradi- 
tional DRAM. 

This metal-wired carbon nanomemory device has a 
number of usefiil features. It is non-volatile, the device 
itself switches very quickly, and it would seem to be just 
as buildable using 70nm lithography as it is using 350nm 
lithography. 

3.2.  Nano-wired 

In this scheme, the memory array could be made en- 
tirely out of nanomemory devices and carbon nanowires. 
The metal wires would be replaced by conducting nano- 
tubes. Each bit of memory would now use only a single 
NMD. The logic, sense-amps and pads would likely be 
made using traditional devices. (However, it should be 
noted that transistors can be built from nanotubes [4].) It 
would otherwise be similar to the metal-wired proposal. 
Nano-wires would allow for very high densities, with 
each bit fitting in about two square nanometers. Laying 
out this network of carbon would require self-assembly 
techniques well beyond anything we can do today. We 
believe that work in the area of carbon self-assembly is 
progressing well enough that this solution may be viable 
in 15 to 20 years. 

4.  Questions 

Q: How much heat is generated by the collision of the 
shuttle into the capsule? 

A: We aren't really sure yet. As shown in Figure 8, 
simulations at 0° Kelvin show an increase in tem- 
perature of 10 to 12 degrees. At room temperatures 
we expect a little more heat to be generated. How- 
ever, nanotubes are excellent conductors of heat, and 
we expect to be able to dissipate that heat quickly. 

Q: Won't the nanotube act as a Faraday cage thus 
preventing an electric field from entering the 
nanotube? 

A: Yes. This means that we need an electrical connec- 
tion to the capsule. Such a connection would greatly 
reduce or eliminate the screening effects. 

Q: Just how conductive are nanotubes? 
A: This is currently an issue under a great deal of study. 

As noted above, the conductivity depends upon the 
chiral angle of the nanotube. Measured resistivities of 
nanotubes have ranged from greater than 5 Qcm to 
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Figure 8 The heat generated by the shuttle slamming 
into the capsule during a write. [2] 

less than 5.1x10"* Qcm [6]. However, resistivity may 
be an irrelevant measure of a nanotube. Nanotubes 
have been experimentally shown to be quantum con- 
ductors [7]. Further, there is some early evidence that 
ballistic transport occurs along nanotubes. This 
would seem to indicate that resistance is independent 
of the length of the nanotube. In all honesty this result 
is a little difficult for those of us that are engineers to 
accept, but we recognize that quantum physics can 
lead to counter-intuitive results. 

5.  Conclusion 

Our proposed nanomemory device is one candidate 
for carrying memory devices beyond the limits of current 
DRAM technology. It has three important characteris- 
tics: it is small, non-volatile, and fast. At this point the 
carbon nanomemory has been simulated and buckyballs 
inside of nanotubes have been created, but a working 
memory device does not exist. Building it will be a chal- 
lenge, but self-assembling carbon nanotechnology is an 
active research area with continuous and promising ad- 
vances. The feasibility of our device improves daily. 
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